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 COVID-19 has spread throughout the world. The detection of this 
disease is usually carried out using the PCR-RT swab test. However, 
limited resources became an obstacle to carrying out the massive test. 
To solve this problem, CT-scan images used as one of the solutions to 
detect the sufferer. This technique has been used by researchers, but 
mostly using classifiers that require high resources, such as CNN. In 
this study, we proposed a way to classify the CT-Scan images by using 
the more efficient classifier, kNN, for images that are processed using 
a combination of these feature extraction methods, Haralick, 
Histogram, and Local Binary Pattern. In addition, Genetic Algorithm 
is also used for feature selection. The results showed that the proposed 
method was able to improve kNN performance, with the best accuracy 
of 93.30% for the combination of Haralick and Local Binary Pattern 
feature extraction, and the best AUC for the combination of Haralick, 
Histogram, and Local Binary Pattern with a value of 0.948. The best 
accuracy of our models also outperforms CNN by 4.3% margin. 
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1. INTRODUCTION 

Recently, Indonesia is hit by the COVID-19 pandemic caused by the Corona virus (SARS-CoV-2). 

Since it was first announced by the government in March 2020, this virus has continued to spread to various 

provinces in Indonesia and has infected hundreds of thousands of people. South Kalimantan, a province in 

Indonesia, is one of the areas with the highest infection rates in Indonesia. One of the factors that caused the 

high number of patients was the delay in the identification process of the PCR-RT swab test due to the large 

number of specimens that had to be examined by the laboratory. This makes the test results known 14 days 

after the test is carried out.  
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[1] states that the PCR (Polymerase Chain Reaction) is a sample test by taking samples from places 

where the virus is most likely to be present, such as the back of the nose or mouth or deep in the lungs. The 

PCR test was also declared by WHO as the golden standard for detecting the presence of COVID-19 in humans. 

Although known for its effectiveness, PCR testing is not the only way. [2] stated that the CT Scan 

(Computerized Tomography Scan) is more accurate than the PCR swab test in early detection of COVID-19. 

[3, 4, 5] identify sufferers of COVID-19 through CT-Scan images. They use the Convolutional Neural Network 

(CNN) method to classify positive and negative COVID-19 patients with an accuracy rate of more than 90%.  

According to [6], Convolutional Neural Network or CNN is a type of neural network for processing 

data that has a network-like topology. CNN is widely used in computer vision, as is done by [7, 8 , 9, 10]. 

Despite having various advantages, CNN is a method that requires enormous computational resources [11]. 

However, in Machine Learning there are still many other classification algorithms that can be used with low 

resources, one of which is kNN (k Nearest Neighbor). 

The kNN algorithm was formulated by performing a non-parametric method for pattern classification 

[12]. kNN also stated as simple but effective algorithm for several cases [13]. The success of the kNN algorithm 

depends on selecting the correct k value. In this study, we used the KNN algorithm to identify sufferers of 

COVID-19 based on CT-Scan images. This image was collected from Tongji Hospital in Wuhan, China [4]. 

Before the data mining process is carried out, the obtained CT-Scan image is extracted based on 

texture in order to obtain its characteristic values. Feature extraction in images is divided into several 

categories, namely color, texture, and shape [14]. Texture-based feature extraction is known to have 

advantages, namely it has low computational complexity and is easy to implement [15]. The feature extraction 

methods used in this study are Haralick, Local Binary Pattern, and 32-bin Histogram. 

One of the challenges in this study is that the feature extraction results in each method have a large 

number of features. This can cause a Curse of Dimensionality so that the accuracy generated by the 

classification algorithm decreases [16]. To overcome this weakness, [17] suggested the use of feature selection. 

Feature selection is the process of selecting the most significant features from a particular data set. In many 

cases, feature selection can also improve the performance of a machine learning model.  

One type of feature selection is wrapper [18]. The wrapper makes use of a machine learning algorithm 

to evaluate all possible combinations of features and select the combination that produces the best results for 

that machine learning algorithm. The wrapper method determines the best feature combination by comparing 

the evaluation criteria determined from various feature combinations, then from the comparison results select 

the feature combination that has the most optimal results. One algorithm that can be used to perform wrapper-

based feature selection is Genetic Algorithm, as has been done by [19, 20, 21]. 

In this study, k-Nearest Neighbor with Genetic Algorithm was used as a feature selection in classifying 

COVID-19 sufferers through CT Scan images extracted using Haralick method, 32-bin Histogram, and Local 

Binary Pattern. 

 

2. RESEARCH METHOD 

Our research was carried out as in Figure 1.  
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2.1 Dataset 

The dataset used in this study is the CT-Scan dataset compiled by [4]. There are 746 grayscale images 

consisting of 349 CT scans of COVID-19 patients and 397 non-COVID-19 patients in * .jpg and * .png formats. 

 
Figure 1. Proposed method abstraction design 
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2.2 Feature Extraction 

Before entering the classification stage, the features of the downloaded dataset are extracted using 

Haralick method, 32-bin Histogram, and Local Binary Pattern. At this stage each image is converted into a 

number matrix.  The first feature extraction is Haralick. This feature contains information about the intensity 

of the image in pixels with certain positions in relation to each other occurring simultaneously [22]. This 

method calculates its feature value from 4 angles, namely 0, 90, 180, 360. Each angle produces 14 features 

using the formula in Table 1. Thus, each image will produce 4 x 14 features. Then, simplification is carried out 

by calculating the average value of each corner feature in each image, so that the number of features for each 

image becomes 14 features. 

The next extraction method is Histogram. An image histogram is a graphical representation of the 

number of pixels in an image as a function of their intensity. The values formed in each image are grouped into 

32 value ranges. So, in this step 32 features are generated 

The third feature extraction is Local Binary Pattern. This method is a simple but very efficient texture 

operator that labels image pixels by limiting the environment of each pixel and considers the result to be a 

binary number [23]. Then, the label histogram can be used as a texture descriptor. The number of features 

produced by this method is 25 features. 

 

Table 1. Haralick’s Feature and its Formula 

No Features Formula 

1 Angular Second Moment   Σ𝑖	Σ𝑗	𝑝(𝑖, 𝑗)! 

2 Contrast Σ"#$
%&'(	𝑛!*Σ)#(

%& 	Σ*#(
%& 	𝑝(𝑖, 𝑗)+, |𝑖 − 𝑗| = 𝑛 

3 Correlation Σ𝑖Σ𝑗(𝑖𝑗)𝑝(𝑖, 𝑗) − 𝜇+𝜇,
𝜎+𝜎,

 

4 Sum of Squares: Variance    Σ)Σ*(𝑖 − 𝜇)!𝑝(𝑖, 𝑗) 

5 Inverse Difference Moment Σ)Σ* 	
1

1 + (𝑖 − 𝑗)! 𝑝(𝑖, 𝑗) 

6 Sum Average Σ)#!
!%! 	𝑖𝑝+-,(𝑖) 

7 Sum Variance Σ)#!
!%! 	(𝑖 − 𝑓.)

!𝑝+-,(𝑖) 

8 Sum Entropy −Σ)#!
!%! 	𝑝+-,(𝑖)	log*𝑝+-,(𝑖)+ = 𝑓. 

9 Entropy −Σ)Σ* 	𝑝(𝑖, 𝑗)log	(𝑝(𝑖, 𝑗)) 

10 Difference Variance Σ"#$
%&'(	𝑖!𝑝+',(𝑖) 

11 Difference Entropy −Σ"#$
%&'(	𝑝+',(𝑖)	log	{𝑝+',(𝑖)} 

12 Info. Measure of Collection 1 HXY − HXY1
max	{𝐻𝑋,𝐻𝑌} 

13 Info. Measure of Collection 2  (1 − exp	[−2(𝐻𝑋𝑌2 − 𝐻𝑋𝑌)])
"
# 

14 Max. Correlation Coefficient The square root of the second largest eigenvalue of Q, 

where  𝑄(𝑖, 𝑗) = 	Σ0 	
1(),0)1(*,0)
1$())1%(0)
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2.3 Generate New Dataset 

This stage is the formation of a new dataset by combining the features formed in 2.2. At this stage, 7 new 

datasets are generated which are described in Table 2. 

Table 2. Detail of new Datasets 

Dataset Num of Feature 

Har 14 Formed from Haralick extraction 

Hist32 32 Formed from Histogram extraction 

LBP 25 Formed from Local Binary Pattern extraction 

Har+Hist32 46 Combination of Haralick & Histogram 32bin 

Har+LBP 39 Combination of Haralick & Local Binary Pattern 

Hist32+LBP 57 Combination of Histogram 32bin & Local Binary Pattern 

Har+Hist32+LBP 71 Combination of Haralick, Histogram 32bin, & Local Binary Pattern 

2.4 Classification and Cross Validation 

At this stage, the dataset formed in Table 2 is classified using the k-Nearest Neighbor algorithm and 

validated using 10-Fold Cross Validation. The kNN classification is carried out with a value of k=2 to k=17. 

The value of k=1 was not included because of the high variance [24]. 

2.4.1 Classification Without Feature Selection (kNN Only) 

This classification involves all the features that are formed from Table 2. 

2.4.2 Classification using Genetic Algorithm Feature Selection (GA+kNN) 

Each dataset in Table 2 is created a new data subset containing only the features selected by the Genetic 

Algorithm. This algorithm works as follows [25]: 

Step 1: Initialize random individual populations 

Step 2: Assign fitness values for each individual in the population 

Step 3: Make individual selections on the population to create new generation 

Step 4: Perform crossovers on the selected individuals 

Step 5: Perform mutations to avoid similarity in the generation of results crossover and parent 

population 

Step 6: Repeat step 2 - step 5 until the stop criteria are met. 

2.5 Evaluation 

At this stage, the performance of the kNN algorithm is evaluated based on its accuracy and AUC value. 

The higher the accuracy and AUC, the better the performance of the model. 
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2.6 Significance Test 

This stage uses the t-test method to test the significance of each of the best values produced by kNN 

and AG+kNN for each dataset in Table 2. With alpha value = 0.05, means that the significance value of kNN 

and GA+kNN is less than 0.05 (p-value <α) indicates the two models can be said to be significantly different. 

 

3. RESULT AND ANALYSIS 

At this stage, the best accuracy for the k-NN model is compared with the best for the GA+kNN model. 

Then, to show that the best accuracy of the two models has a statistically significant difference, a different test 

is performed using the t-test. The test results can be seen in Table 3. From the significance test, it can be seen 

that, although not all produce significant differences, the results obtained are the proposed method (GA+kNN) 

outperforming kNN.  

Genetic Algorithm has been shown to improve the performance of the kNN classification in images 

extracted with Haralick, LBP, and Har+LBP. The best overall accuracy results were achieved by GA+kNN on 

the Haralick+LBP feature extraction. In addition, the best AUC value is also generated by GA+kNN on 

Haralick+32-bin Histogram+LBP dataset. 

 

Table 3. Results of the best accuracy and its t-test 

No Dataset Best Accuracy 
kNN 

Best Accuracy 
GA+kNN 

Best Accuracy  
t-Test (α = 0,05) 

k  Accuracy AUC k  Accuracy AUC 
1 Har 15 79.10% 0.835 13 83.70% 0.896 Significant 
2 Hist32 2 90.90% 0.936 2 91.80% 0.935 Not Significant 
3 LBP 4 81.00% 0.859 2 89.00% 0.901 Significant 
4 Har+Hist32 2 90.62% 0.933 2 92.23% 0.937 Not Significant 
5 Har+LBP 2 84.60% 0.868 2 93.30% 0.937 Significant 
6 Hist32+LBP 2 91.55% 0.942 2 92.63% 0.94 Not Significant 
7 Har+Hist32+LBP 2 91.16% 0.926 2 92.76% 0.948 Not Significant 

 

To determine the effectiveness of the model, we compare the best accuracy GA+kNN with the CNN 

model produced by [4] as in Table 4. It can be seen that the Yang model excels in the AUC score, while the 

our proposed model is superior in terms of accuracy. 

 

Table 4. GA+kNN comparison against CNN Yang’s model 

Yang, et al (2020) Proposed Model (GA+kNN) 
Accuracy AUC Accuracy AUC 

89% 0.98 93.30% 0.937 
 

4. CONCLUSION 

From the research conducted, proved that the model built using Genetic Algorithm (GA+kNN) on 

combined of Haralick and Local Binary Pattern feature extraction was able to improve the performance of the 
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kNN classification algorithm and produce the best accuracy with a value of 93.30% and AUC of 0.937. In 

addition, the machine learning model produced is also able to provide excellent results in detecting COVID-

19 sufferers based on CT-Scan images. This is evidenced by the accuracy of GA+kNN that outperforms the 

CNN Yang model, which was formed by identical dataset. 
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paper should focus on: 1) Describing the results in sufficient details to
establish their validity; 2) Identifying the novel aspects of the results,
i.e., what new knowledge is reported and what makes it non-obvious; and 3)
Identifying the significance of the results: what improvements and impact do
they suggest. Number of minimum references for original research paper is 25
references (and minimum 20 recently journal articles).

For review paper, the paper should present a critical, constructive analysis
of the literature in a specific field through summary, classification,
analysis and comparison. The function and goal of the review paper is: 1) to
organize literature; 2) to evaluate literature; 3) to identify patterns and
trends in the literature; 4) to synthesize literature; or 5) to identify
research gaps and recommend new research areas. The structure includes:
1. Title – in this case does not indicate that it is a review article.
2. Abstract – includes a description of subjects covered.
3. Introduction includes a description of context (paragraph 1 – 3),
motivation for review (paragraph 4, sentence 1) and defines the focus
(paragraph 4, sentences 2 – 3)
4. Body – structured by headings and subheadings
5. Conclusion – states the implications of the findings and an identifies
possible new research fields
6. References (“Literature Review”) – organised by number in the order
they were cited in the text.
Number of minimum references for review paper is 50 references (and minimum
40 recently journal articles).

Prepare your abstract in single paragraph and within 200 words. You need to
summarize your contribution, idea, findings/results, and describe
implications of the findings. Without abbreviations, footnotes, or
references. Without mathematical equations, diagram or tabular material. It
is suggested to present your abstract included the elements: 1) state the
primary objective of the paper; 2) highlight the merits (or contribution; 3)
give a conceptual idea on the method; 4) describe the research design and
procedures/processes employed (is it simulation, experimental, survey etc.);
5) give the main outcomes or results, and the conclusions that might be
drawn; and 6) include any implications for further research or
application/practice, if any.
Please refer to https://bit.ly/35R6JTs and https://bit.ly/2DxU9MI for
further guidelines

Your final camera ready paper should reflect a careful consideration of the
following criteria:
1. Analysis: your revised paper should demonstrate a clear understanding of
the key issues related to your topic of choice. The paper should display
analysis and not mere summary of the topic under consideration. It should
also include evidence to support arguments where necessary.
2. Connections: your paper should demonstrate a connection of the references
you mention to the central topic and to each other where necessary
throughout the paper.
3. Mechanics: this includes attention to punctuation, grammatical soundness
and your submissions being checked for spellings errors.
4. Formatting: adhere the new guide of authors
(http://iaescore.com/gfa/telkomnika.docx)

--------------------------------------------
Guideline for preparing your paper title:
--------------------------------------------
A good research paper title: (1) Condenses the paper’s content in a few
words & Use words that create a positive impression and stimulate reader
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interest; (2) Captures the readers’ attention; (3) Indicate accurately the
subject and scope of the study and Differentiates the paper from other
papers of the same subject area. Five (5) Simple steps to write a good
research paper title:
STEP 1: Ask yourself these questions and make note of the answers:
    - What is my paper about?
    - What techniques/ designs were used?
    - Who/what is studied?
    - What were the results?
STEP 2: Use your answers to list key words.
STEP 3: Create a sentence that includes the key words you listed
STEP 4: Delete all unnecessary/ repetitive words and link the remaining.
STEP 5: Delete non-essential information and reword the title.

----------------------
General Guidelines:
----------------------
1. Please re-read our instructions (at:
http://journal.uad.ac.id/index.php/TELKOMNIKA/about/editorialPolicies#custom-1)
carefully and follow the checklist strictly, as any spelling mistakes and
errors may be translated into the typeset version.
2. The “result and discussion” section reports the most important
findings, including analysing results as appropriate. It is very important
to prove that your manuscript has a significant value and not trivial.
3. Please re-check that all references are already cited in your article,
and order of your citation is SEQUENTIAL
example in a paper:
—> [1-4], [2], [5-6], [7-9], [8], [4-5], [9], [10-14], [12], [15] ......
(SEQUENTIAL) — correct
—> [1], [2], [3], [4-6], [7], [8-10], [4-5], [11-16], [13], [17] ......
(SEQUENTIAL) — correct
—> [2], [3], [6], [1], [4-5], [7], [11-16], [8-10], [13], [17] ...... (NOT
SEQUENTIAL) — INCORRECT
—> [4-5], [7], [2], [3], [17], [6], [1], [11-16], [8-10], [13] ...... (NOT
SEQUENTIAL) — INCORRECT
------------------------------------------------------
Reviewer A:

Ethics (Plagiarism, Fraud, Other ethical concerns)
- If you suspect that an article is a substantial copy of another work,
please let the editor know, citing the previous work in as much detail as
possible.
- It is very difficult to detect the determined fraudster, but if you
suspect the results in an article to be untrue, inform it
- Has there been a violation of the accepted norms in the ethical?
Please provide your detailed comments to the Author(s) on the following.:
        1. Uptodate references
2. Accuracy and reliability issue.
3. Have the results verified by experiment?
4. How accurate and reliable the if the software you used?
5. Dont start sentence with references.

Does the title of the paper accurately reflect the major focus contribution
of this paper?:
        Yes

If No, please suggest change of the title as appropriate within 10 words:
        1. Uptodate references
2. Accuracy and reliability issue.
3. Have the results verified by experiment?
4. How accurate and reliable the if the software you used?
5. Dont start sentence with references.

Is the abstract an appropriate and adequate digest of the work?:
        Yes
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Is the paper clear, concise, and well organized?:
        Yes

Structure and Presentation (Layout and format, Title, Abstract,
Introduction, Method, Results and Discussion, Conclusion, Language). Please
provide your detailed comments to the Author(s) on the following:
        1. Uptodate references
2. Accuracy and reliability issue.
3. Have the results verified by experiment?
4. How accurate and reliable the if the software you used?
5. Dont start sentence with references.

Do authors place the paper in proper context by citing relevant papers? Is
the paper free from obvious errors, misconceptions, or ambiguity? Is the
paper written in correct English? Please note grammatical errors and suggest
corrections:
        1. Uptodate references
2. Accuracy and reliability issue.
3. Have the results verified by experiment?
4. How accurate and reliable the if the software you used?
5. Dont start sentence with references.

Previous Research: If the article builds upon previous research does it
reference that work appropriately? Are there any important works that have
been omitted? Are the references accurate? Do authors place the paper in
proper context by citing relevant papers? Please provide your detailed
comments to the Author(s) on the following.:
        1. Uptodate references
2. Accuracy and reliability issue.
3. Have the results verified by experiment?
4. How accurate and reliable the if the software you used?
5. Dont start sentence with references.

Rate of the contribution strength to the field and the scientific quality is
represented in this paper?:
        Good

Please mark appropriate scale for the overall grade for this paper?:
        Good

Reviewer's comments and suggestions how to improve the paper. (If it is not
possible, kindly please use separate sheets or a copy of the paper for
comments and suggestions for revision. Indicate whether revisions are
mandatory or suggested. Please use word processing type format if possible,
and then upload in next step or submit via email: telkomnika@uad.ac.id)

URGENT: Authors should consider all above items for preparing their
revision (and NOT only the below comments)
:
        1. Uptodate references
2. Accuracy and reliability issue.
3. Have the results verified by experiment?
4. How accurate and reliable the if the software you used?
5. Dont start sentence with references.

------------------------------------------------------
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Reviewer B:

Ethics (Plagiarism, Fraud, Other ethical concerns)
- If you suspect that an article is a substantial copy of another work,
please let the editor know, citing the previous work in as much detail as
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possible.
- It is very difficult to detect the determined fraudster, but if you
suspect the results in an article to be untrue, inform it
- Has there been a violation of the accepted norms in the ethical?
Please provide your detailed comments to the Author(s) on the following.:
        ethics ok no problem

Does the title of the paper accurately reflect the major focus contribution
of this paper?:
        Yes

If No, please suggest change of the title as appropriate within 10 words:

Is the abstract an appropriate and adequate digest of the work?:
        Yes

Is the paper clear, concise, and well organized?:
        Yes

Structure and Presentation (Layout and format, Title, Abstract,
Introduction, Method, Results and Discussion, Conclusion, Language). Please
provide your detailed comments to the Author(s) on the following:
        structure ok,

Do authors place the paper in proper context by citing relevant papers? Is
the paper free from obvious errors, misconceptions, or ambiguity? Is the
paper written in correct English? Please note grammatical errors and suggest
corrections:
        it's ok

Previous Research: If the article builds upon previous research does it
reference that work appropriately? Are there any important works that have
been omitted? Are the references accurate? Do authors place the paper in
proper context by citing relevant papers? Please provide your detailed
comments to the Author(s) on the following.:
        There needs to be a comparison after the study literature, a comparison
between the weaknesses of previous research and those that will be done, and
any changes or developments from previous methods

Rate of the contribution strength to the field and the scientific quality is
represented in this paper?:
        Good

Please mark appropriate scale for the overall grade for this paper?:
        Good

Reviewer's comments and suggestions how to improve the paper. (If it is not
possible, kindly please use separate sheets or a copy of the paper for
comments and suggestions for revision. Indicate whether revisions are
mandatory or suggested. Please use word processing type format if possible,
and then upload in next step or submit via email: telkomnika@uad.ac.id)

URGENT: Authors should consider all above items for preparing their
revision (and NOT only the below comments)
:
        There needs to be a comparison after the study literature, a comparison
between the weaknesses of previous research and those that will be done, and
any changes or developments from previous methods
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Ethics (Plagiarism, Fraud, Other ethical concerns)
- If you suspect that an article is a substantial copy of another work,
please let the editor know, citing the previous work in as much detail as
possible.
- It is very difficult to detect the determined fraudster, but if you
suspect the results in an article to be untrue, inform it
- Has there been a violation of the accepted norms in the ethical?
Please provide your detailed comments to the Author(s) on the following.:

Does the title of the paper accurately reflect the major focus contribution
of this paper?:
        Yes

If No, please suggest change of the title as appropriate within 10 words:

Is the abstract an appropriate and adequate digest of the work?:
        Yes

Is the paper clear, concise, and well organized?:
        Yes

Structure and Presentation (Layout and format, Title, Abstract,
Introduction, Method, Results and Discussion, Conclusion, Language). Please
provide your detailed comments to the Author(s) on the following:

Do authors place the paper in proper context by citing relevant papers? Is
the paper free from obvious errors, misconceptions, or ambiguity? Is the
paper written in correct English? Please note grammatical errors and suggest
corrections:

Previous Research: If the article builds upon previous research does it
reference that work appropriately? Are there any important works that have
been omitted? Are the references accurate? Do authors place the paper in
proper context by citing relevant papers? Please provide your detailed
comments to the Author(s) on the following.:

Rate of the contribution strength to the field and the scientific quality is
represented in this paper?:
        Average

Please mark appropriate scale for the overall grade for this paper?:
        Average

Reviewer's comments and suggestions how to improve the paper. (If it is not
possible, kindly please use separate sheets or a copy of the paper for
comments and suggestions for revision. Indicate whether revisions are
mandatory or suggested. Please use word processing type format if possible,
and then upload in next step or submit via email: telkomnika@uad.ac.id)

URGENT: Authors should consider all above items for preparing their
revision (and NOT only the below comments)
:
        The paper presents an interesting way to improve KNN classification using
genetic algorithms. The application is detection of COVID patients using
C-SCAN images. The results are highly relevant for the literature and the
scientific community. However, the authors must place more effort in
detailing the technical and theoretical background of the equations places
in table 1. There is no introduction to the symbols in the formulae in this
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table. So, it is a little bit irrelevant for the general reader this
information if there is no more description on what the symbols and formulae
mean for the intended application.
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COVID-19 has spread throughout the world. The detection of this disease is 
usually carried out using the PCR-RT swab test. However, limited resources 
became an obstacle to carrying out the massive test. To solve this problem, 
CT-scan images are used as one of the solutions to detect the sufferer. This 
technique has been used by researchers but mostly using classifiers that 
required high resources, such as CNN. In this study, we proposed a way to 
classify the CT-Scan images by using the more efficient classifier, kNN, for 
images that are processed using a combination of these feature extraction 
methods, Haralick, Histogram, and Local Binary Pattern. Genetic Algorithm 
is also used for feature selection. The results showed that the proposed method 
was able to improve kNN performance, with the best accuracy of 93.30% for 
the combination of Haralick and Local Binary Pattern feature extraction, and 
the best AUC for the combination of Haralick, Histogram, and Local Binary 
Pattern with a value of 0.948. The best accuracy of our models also 
outperforms CNN by a 4.3% margin. 

Keywords: 

Haralick 
Histogram 
Local Binary Pattern 
Genetic Algorithm 
k-Nearest Neighbour 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Radityo Adi Nugroho,  
Departement of Computer Science, 
Faculty of Mathematics and Natural Sciences, Lambung Mangkurat University, 
Jl. A. Yani Km. 36, Kampus ULM Banjarbaru. Kalimantan Selatan - 70714 
Email: radityo.adi@ulm.ac.id 

 
 
1. INTRODUCTION 

Recently, Indonesia is hit by the COVID-19 pandemic caused by the Coronavirus (SARS-CoV-2). 
Since it was first announced by the government in March 2020, this virus has continued to spread to various 
provinces in Indonesia and has infected hundreds of thousands of people. South Kalimantan, a province in 
Indonesia, is one of the areas with the highest infection rates in Indonesia.  

One of the factors that caused the high number of patients was the delay in the identification process 
of the PCR-RT swab test due to the large number of specimens that had to be examined by the laboratory. This 
makes the test results known 14 days after the test is carried out. PCR (Polymerase Chain Reaction) is a sample 
test by taking samples from places where the virus is most likely to be present, such as the back of the nose or 
mouth or deep in the lungs [1]. The PCR test was also declared by WHO as the golden standard for detecting 
the presence of COVID-19 in humans. 

Although known for its effectiveness, PCR testing is not the only way. The CT Scan (Computerized 
Tomography Scan) is more accurate than the PCR swab test in early detection of COVID-19 [2]. Many 
researchers have identified sufferers of COVID-19 through CT-Scan images such as [3-5]. They use the 
Convolutional Neural Network (CNN) method to classify positive and negative COVID-19 patients with an 
accuracy rate of more than 90%.  
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Convolutional Neural Network or CNN is a type of neural network for processing data that has a 
network-like topology [6]. CNN is widely used in computer vision, as is done by [7-10]. Despite having various 
advantages, CNN is a method that requires enormous computational resources [11]. However, in Machine 
Learning there are still many other classification algorithms that can be used with low resources, one of which 
is kNN (k Nearest Neighbor). 

The kNN algorithm was formulated by performing a non-parametric method for pattern classification 
[12]. kNN also stated as a simple but effective algorithm for several cases [13]. The success of the kNN 
algorithm depends on selecting the correct k value. In this study, we used the kNN to identify sufferers of 
COVID-19 based on CT-Scan images. The images was collected from Tongji Hospital in Wuhan, China [4]. 

Before the data mining process is carried out, the obtained CT-Scan image is extracted based on 
texture to obtain its characteristic values. Feature extraction in images is divided into several categories, 
namely, color, texture, and shape [14]. Texture-based feature extraction is known to have advantages, namely 
it has low computational complexity and is easy to implement [15]. The feature extraction methods used in this 
study are Haralick, Local Binary Pattern, and 32-bin Histogram. 

One of the challenges in this study is that the feature extraction results in each method have a large 
number of features. This can cause a Curse of Dimensionality (CoD) which leads to a high time complexity 
problem [16]. CoD may also decrease the accuracy generated by the algorithm. To overcome this weakness, 
[17] suggested the use of feature selection. Feature selection is the process of selecting the most significant 
features from a particular data set. In many cases, feature selection can also improve the performance of a 
machine learning model 

One type of feature selection is wrapper [18]. The wrapper makes use of a machine-learning algorithm 
to evaluate all possible combinations of features and select the combination that produces the best results for 
that machine learning algorithm. The wrapper method determines the best feature combination by comparing 
the evaluation criteria determined from various feature combinations, then from the comparison results select 
the feature combination that has the most optimal results. One algorithm that can be used to perform wrapper-
based feature selection is the Genetic Algorithm, as has been done by [19-21]. 

In this study, we proposed a method to improve kNN classification in the computer vision field. The 
Genetic Algorithm was used as the feature selection in classifying COVID-19 sufferers through CT Scan 
images extracted using the Haralick method, 32-bin Histogram, and Local Binary Pattern.  

After getting the classification results of the proposed method, we compared them by the best results 
in the previous work [4]. They used the CNN DenseNet-169 and ResNet-50 architectures. Before entering the 
CNN process, they did pre-process step by resizing the image to 480x480. An image segmentation process is 
also carried out to improve accuracy. Meanwhile, in our method, we process the image directly into the feature 
extraction, without resize and segmentation. 

 
2. RESEARCH METHOD 

Our research was carried out as in Figure 1. In this study, the Mahotas [22] library for Python was used 
to perform feature extraction. Meanwhile, to perform feature selection and classification, the Rapidminer [23] 
software is used. 
 
2.1 Dataset 

The dataset used in this study is the CT-Scan dataset compiled by [4]. There are 746 grayscale images 
consisting of 349 CT scans of COVID-19 patients and 397 non-COVID-19 patients in * .jpg and * .png formats. 
 
2.2 Feature Extraction 

Before entering the classification stage, the features of the downloaded dataset are extracted using 
Haralick method, 32-bin Histogram, and Local Binary Pattern. At this stage each image is converted into a 
number of matrix.   

The first feature extraction is Haralick. This feature contains information about the intensity of the image 
in pixels with certain positions in relation to each other occurring simultaneously [24]. This method calculates 
its feature value from 8 angles, namely 0, 45, 90, 135, 180, 225, 270, 315, 360. Each angle produces 14 features 
using the formula in Table 1. Thus, each image will produce 8 x 14 features. Then, simplification is carried out 
by calculating the average value of each corner feature in each image, so that the number of features for each 
image becomes 14 features. The formula in Tabel 1 is formed from the gray-tone spatial-dependency matrix 
of an image and defined by [24] as follows:  

 
p(i, j)  (i, j)th entry in the matrice;  
px(i)  the entry in the marginal-probability matrix obtained by summing the rows of p(i, j);  
Ng  the number of distinct gray levels in the quantized image.  
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Figure 1. Proposed method abstraction design 
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Table 1. Haralick’s Feature and its Formula 

No Features Formula 

1 Angular Second Moment   Σ𝑖	Σ𝑗	𝑝(𝑖, 𝑗)! 

2 Contrast Σ"#$
%&'(	𝑛!*Σ)#(

%& 	Σ*#(
%& 	𝑝(𝑖, 𝑗)+, |𝑖 − 𝑗| = 𝑛 

3 Correlation Σ𝑖Σ𝑗(𝑖𝑗)𝑝(𝑖, 𝑗) − 𝜇+𝜇,
𝜎+𝜎,

 

4 Sum of Squares: Variance    Σ)Σ*(𝑖 − 𝜇)!𝑝(𝑖, 𝑗) 

5 Inverse Difference Moment Σ)Σ* 	
1

1 + (𝑖 − 𝑗)! 𝑝(𝑖, 𝑗) 

6 Sum Average Σ)#!
!%! 	𝑖𝑝+-,(𝑖) 

7 Sum Variance Σ)#!
!%! 	(𝑖 − 𝑓.)

!𝑝+-,(𝑖) 

8 Sum Entropy −Σ)#!
!%! 	𝑝+-,(𝑖)	log*𝑝+-,(𝑖)+ = 𝑓. 

9 Entropy −Σ)Σ* 	𝑝(𝑖, 𝑗)log	(𝑝(𝑖, 𝑗)) 

10 Difference Variance Σ"#$
%&'(	𝑖!𝑝+',(𝑖) 

11 Difference Entropy −Σ"#$
%&'(	𝑝+',(𝑖)	log	{𝑝+',(𝑖)} 

12 Info. Measure of Collection 1 HXY − HXY1
max	{𝐻𝑋,𝐻𝑌} 

13 Info. Measure of Collection 2  (1 − exp	[−2(𝐻𝑋𝑌2 − 𝐻𝑋𝑌)])
"
# 

14 Max. Correlation Coefficient The square root of the second largest eigenvalue of Q, 

where  𝑄(𝑖, 𝑗) = 	Σ0 	
1(),0)1(*,0)
1$())1%(0)

 

 
The next extraction method is Histogram. An image histogram is a graphical representation of the 

number of pixels in an image as a function of their intensity. The values formed in each image are grouped into 
32 value ranges. So, in this step 32 features are generated 

The third is Local Binary Pattern. This method is a simple but very efficient texture operator that labels 
image pixels by limiting the environment of each pixel and considers the result to be a binary number [25]. 
Then, the label histogram can be used as a texture descriptor. This method produced 25 features 
 
2.3 Generate New Dataset 
This stage is the formation of a new dataset by combining the features formed in 2.2. At this stage, 7 new 
datasets are generated which are described in Table 2. 
 

Table 2. Detail of new Datasets 

Dataset Num of Feature  

Har 14 Formed from Haralick extraction 

Hist32 32 Formed from Histogram extraction 

LBP 25 Formed from Local Binary Pattern extraction 

Har+Hist32 46 Combination of Haralick & Histogram 32bin 

Har+LBP 39 Combination of Haralick & Local Binary Pattern 

Hist32+LBP 57 Combination of Histogram 32bin & Local Binary Pattern 

Har+Hist32+LBP 71 Combination of Haralick, Histogram 32bin, & Local Binary Pattern 
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2.4 Classification and Cross Validation 
At this stage, the dataset formed in Table 2 is classified using the k-Nearest Neighbor algorithm and 

validated using 10-Fold Cross Validation. The kNN classification is carried out with a value of k=2 to k=17. 
The value of k=1 was not included because of the high variance [26]. 
 
2.4.1 Classification Without Feature Selection (kNN Only) 

This classification involves all the features that are formed from Table 2. 
 
2.4.2 Classification using Genetic Algorithm Feature Selection (GA+kNN) 

Each dataset in Table 2 is created a new data subset containing only the features selected by the Genetic 
Algorithm. This algorithm works as follows [27]: 

 
Step 1: Initialize random individual populations 
Step 2: Assign fitness values for each individual in the population 
Step 3: Make individual selections on the population to create new generation 
Step 4: Perform crossovers on the selected individuals 
Step 5: Perform mutations to avoid similarity in the generation of results crossover and parent population 
Step 6: Repeat step 2 - step 5 until the stop criteria are met. 
 

2.5 Evaluation 
At this stage, the performance of the kNN algorithm is evaluated based on its accuracy and AUC value. 

The higher the accuracy and AUC, the better the performance of the model. 
 
2.6 Significance Test 

This stage uses the t-test method to test the significance of each of the best values produced by kNN 
and AG+kNN for each dataset in Table 2. With alpha value = 0.05, means that the significance value of kNN 
and GA+kNN is less than 0.05 (p-value <α) indicates the two models can be said to be significantly different. 
 
 
3. RESULT AND ANALYSIS 

At this stage, the best accuracy for the k-NN model is compared with the best for the GA+kNN model. 
Then, to show that the best accuracy of the two models has a statistically significant difference, a different test 
is performed using the t-test. The test results can be seen in Table 3. From the significance test, it can be seen 
that, although not all produce significant differences, the results obtained are the proposed method (GA+kNN) 
outperforming kNN.  

Genetic Algorithm has been shown to improve the performance of the kNN classification in images 
extracted with Haralick, LBP, and Har+LBP. The best overall accuracy results were achieved by GA+kNN on 
the Haralick+LBP feature extraction. In addition, the best AUC value is also generated by GA+kNN on 
Haralick+32-bin Histogram+LBP dataset. 

 

Table 3. Results of the best accuracy and its t-test 

No Dataset Best Accuracy 
kNN 

Best Accuracy 
GA+kNN 

Best Accuracy  
t-Test (α = 0,05) 

k  Accuracy AUC k  Accuracy AUC 
1 Har 15 79.10% 0.835 13 83.70% 0.896 Significant 
2 Hist32 2 90.90% 0.936 2 91.80% 0.935 Not Significant 
3 LBP 4 81.00% 0.859 2 89.00% 0.901 Significant 
4 Har+Hist32 2 90.62% 0.933 2 92.23% 0.937 Not Significant 
5 Har+LBP 2 84.60% 0.868 2 93.30% 0.937 Significant 
6 Hist32+LBP 2 91.55% 0.942 2 92.63% 0.94 Not Significant 
7 Har+Hist32+LBP 2 91.16% 0.926 2 92.76% 0.948 Not Significant 
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To determine the effectiveness of the model, we compare the best accuracy GA+kNN with the CNN 
model produced by [4] as in Table 4. It can be seen that the Yang model excels in the AUC score, while the 
our proposed model is superior in terms of accuracy. 

 

Table 4. GA+kNN comparison against CNN Yang’s model 

Yang, et al (2020) Proposed Model (GA+kNN) 
Accuracy AUC Accuracy AUC 

89% 0.98 93.30% 0.937 
 

4. CONCLUSION 
The research proved that the model built using the Genetic Algorithm (GA+kNN) combined with 

Haralick and Local Binary Pattern feature extraction was able to improve the performance of the kNN only 
classification algorithm and produce the best accuracy with a value of 93.30% and AUC of 0.937. The machine 
learning model produced is also able to provide excellent results in detecting COVID-19 sufferers based on 
CT-Scan images. This is evidenced by the accuracy of GA+kNN that outperforms the CNN Yang model, which 
was formed by the identical dataset. 
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COVID-19 has spread throughout the world. The detection of this disease is 
usually carried out using the PCR-RT swab test. However, limited resources 
became an obstacle to carrying out the massive test. To solve this problem, 
CT-scan images are used as one of the solutions to detect the sufferer. This 
technique has been used by researchers but mostly using classifiers that 
required high resources, such as CNN. In this study, we proposed a way to 
classify the CT-Scan images by using the more efficient classifier, kNN, for 
images that are processed using a combination of these feature extraction 
methods, Haralick, Histogram, and Local Binary Pattern. Genetic Algorithm 
is also used for feature selection. The results showed that the proposed method 
was able to improve kNN performance, with the best accuracy of 93.30% for 
the combination of Haralick and Local Binary Pattern feature extraction, and 
the best AUC for the combination of Haralick, Histogram, and Local Binary 
Pattern with a value of 0.948. The best accuracy of our models also 
outperforms CNN by a 4.3% margin. 
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1. INTRODUCTION 

Recently, Indonesia is hit by the COVID-19 pandemic caused by the Coronavirus (SARS-CoV-2). 
Since it was first announced by the government in March 2020, this virus has continued to spread to various 
provinces in Indonesia and has infected hundreds of thousands of people. South Kalimantan, a province in 
Indonesia, is one of the areas with the highest infection rates in Indonesia.  

One of the factors that caused the high number of patients was the delay in the identification process 
of the PCR-RT swab test due to the large number of specimens that had to be examined by the laboratory. This 
makes the test results known 14 days after the test is carried out. PCR (Polymerase Chain Reaction) is a sample 
test by taking samples from places where the virus is most likely to be present, such as the back of the nose or 
mouth or deep in the lungs [1]. The PCR test was also declared by WHO as the golden standard for detecting 
the presence of COVID-19 in humans. 

Although known for its effectiveness, PCR testing is not the only way. The CT Scan (Computerized 
Tomography Scan) is more accurate than the PCR swab test in early detection of COVID-19 [2]. Many 
researchers have identified sufferers of COVID-19 through CT-Scan images such as [3-5]. They use the 
Convolutional Neural Network (CNN) method to classify positive and negative COVID-19 patients with an 
accuracy rate of more than 90%.  
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Convolutional Neural Network or CNN is a type of neural network for processing data that has a 
network-like topology [6]. CNN is widely used in computer vision, as is done by [7-10]. Despite having various 
advantages, CNN is a method that requires enormous computational resources [11]. However, in Machine 
Learning there are still many other classification algorithms that can be used with low resources, one of which 
is kNN (k Nearest Neighbor). 

The kNN algorithm was formulated by performing a non-parametric method for pattern classification 
[12]. kNN also stated as a simple but effective algorithm for several cases [13]. The success of the kNN 
algorithm depends on selecting the correct k value. In this study, we used the kNN to identify sufferers of 
COVID-19 based on CT-Scan images. The images was collected from Tongji Hospital in Wuhan, China [4]. 

Before the data mining process is carried out, the obtained CT-Scan image is extracted based on 
texture to obtain its characteristic values. Feature extraction in images is divided into several categories, 
namely, color, texture, and shape [14]. Texture-based feature extraction is known to have advantages, namely 
it has low computational complexity and is easy to implement [15]. The feature extraction methods used in this 
study are Haralick, Local Binary Pattern, and 32-bin Histogram. 

One of the challenges in this study is that the feature extraction results in each method have a large 
number of features. This can cause a Curse of Dimensionality (CoD) which leads to a high time complexity 
problem [16]. CoD may also decrease the accuracy generated by the algorithm. To overcome this weakness, 
[17] suggested the use of feature selection. Feature selection is a method for selecting the most relevant features 
from a dataset. Reducing the data dimension would also result in performance improvement in many cases. 

One type of feature selection is wrapper [18]. The wrapper uses machine learning to run through all 
possible feature combinations, then selects the combination that produces the best performance. The wrapper 
method determines the best feature combination by comparing the evaluation criteria determined from various 
feature combinations, then from the comparison results select the feature combination that has the most optimal 
results. One algorithm that can be used to perform wrapper-based feature selection is the Genetic Algorithm, 
as has been done by [19-21]. 

In this study, we proposed a method to improve kNN classification in the computer vision field. The 
Genetic Algorithm was used as the feature selection in classifying COVID-19 sufferers through CT Scan 
images extracted using the Haralick method, 32-bin Histogram, and Local Binary Pattern.  

After getting the classification results of the proposed method, we compared them by the best results 
in the previous work [4]. They used the CNN DenseNet-169 and ResNet-50 architectures. Before entering the 
CNN process, they did pre-process step by resizing the image to 480x480. An image segmentation process is 
also carried out to improve accuracy. Meanwhile, in our method, we process the image directly into the feature 
extraction, without resize and segmentation. 

 
2. RESEARCH METHOD 

Our research was carried out as in Figure 1. In this study, the Mahotas [22] library for Python was used 
to perform feature extraction. Meanwhile, to perform feature selection and classification, the Rapidminer [23] 
software is used. 
 
2.1 Dataset 

The dataset used in this study is the CT-Scan dataset compiled by [4]. There are 746 grayscale images 
consisting of 349 CT scans of COVID-19 patients and 397 non-COVID-19 patients. The images are vary in * 
.jpg and * .png formats. 
 
2.2 Feature Extraction 

Before entering the classification stage, the features of the downloaded dataset are extracted using 
Haralick method, 32-bin Histogram, and Local Binary Pattern. At this stage each image is converted into a 
number of matrix.   

The first feature extraction is Haralick. This feature contains information about the intensity of the image 
in pixels with certain positions in relation to each other occurring simultaneously [24]. This method calculates 
its feature value from 8 angles, namely 0, 45, 90, 135, 180, 225, 270, 315, 360. Each angle produces 14 features 
using the formula in Table 1. Thus, each image will produce 8 x 14 features. Then, simplification is carried out 
by calculating the average value of each corner feature in each image, so that the number of features for each 
image becomes 14 features. The formula in Tabel 1 is formed from the gray-tone spatial-dependency matrix 
of an image and defined by [24] as follows:  

 
p(i, j)  (i, j)th entry in the matrice;  
px(i)  the entry in the marginal-probability matrix obtained by summing the rows of p(i, j);  
Ng  the number of distinct gray levels in the quantized image.  
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Figure 1. Proposed method abstraction design 
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Table 1. Haralick’s Feature and its Formula 

No Features Formula 

1 Angular Second Moment   Σ𝑖	Σ𝑗	𝑝(𝑖, 𝑗)! 

2 Contrast Σ"#$
%&'(	𝑛!*Σ)#(

%& 	Σ*#(
%& 	𝑝(𝑖, 𝑗)+, |𝑖 − 𝑗| = 𝑛 

3 Correlation Σ𝑖Σ𝑗(𝑖𝑗)𝑝(𝑖, 𝑗) − 𝜇+𝜇,
𝜎+𝜎,

 

4 Sum of Squares: Variance    Σ)Σ*(𝑖 − 𝜇)!𝑝(𝑖, 𝑗) 

5 Inverse Difference Moment Σ)Σ* 	
1

1 + (𝑖 − 𝑗)!
𝑝(𝑖, 𝑗) 

6 Sum Average Σ)#!
!%! 	𝑖𝑝+-,(𝑖) 

7 Sum Variance Σ)#!
!%! 	(𝑖 − 𝑓.)

!𝑝+-,(𝑖) 

8 Sum Entropy −Σ)#!
!%! 	𝑝+-,(𝑖)	log*𝑝+-,(𝑖)+ = 𝑓. 

9 Entropy −Σ)Σ* 	𝑝(𝑖, 𝑗)log	(𝑝(𝑖, 𝑗)) 

10 Difference Variance Σ"#$
%&'(	𝑖!𝑝+',(𝑖) 

11 Difference Entropy −Σ"#$
%&'(	𝑝+',(𝑖)	log	{𝑝+',(𝑖)} 

12 Info. Measure of Collection 1 HXY − HXY1
max	{𝐻𝑋,𝐻𝑌} 

13 Info. Measure of Collection 2  (1 − exp	[−2(𝐻𝑋𝑌2 − 𝐻𝑋𝑌)])
"
# 

14 Max. Correlation Coefficient The square root of the second largest eigenvalue of Q, 

where  𝑄(𝑖, 𝑗) = 	Σ0 	
1(),0)1(*,0)
1$())1%(0)

 

 
The next extraction method is Histogram. An image histogram is the intensity of the number of pixels 

which is formed in graphical format. The values formed in each image are grouped into 32 value ranges. So, 
in this step 32 features are generated. 

The third is Local Binary Pattern. This method is a simple but very efficient texture operator that labels 
image pixels by limiting the environment of each pixel and considers the result to be a binary number [25]. 
Then, the label histogram can be used as a texture descriptor. This method produced 25 features. 
 
2.3 Generate New Dataset 
This stage is the formation of a new dataset by combining the features formed in 2.2. At this stage, 7 new 
datasets are generated which are described in Table 2. Every dataset has different dimension depends on its 
feature extraction method. 

Table 2. Detail of new Datasets 
Dataset Num of Feature  

Har 14 Formed from Haralick extraction 

Hist32 32 Formed from Histogram extraction 

LBP 25 Formed from Local Binary Pattern extraction 

Har+Hist32 46 Combination of Haralick & Histogram 32bin 

Har+LBP 39 Combination of Haralick & Local Binary Pattern 

Hist32+LBP 57 Combination of Histogram 32bin & Local Binary Pattern 

Har+Hist32+LBP 71 Combination of Haralick, Histogram 32bin, & Local Binary Pattern 
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2.4 Classification and Cross Validation 
At this stage, the dataset formed in Table 2 is classified using the k-Nearest Neighbor algorithm and 

validated using 10-Fold Cross Validation. The kNN classification is carried out with a value of k=2 to k=17. 
The value of k=1 was not included because of the high variance [26]. 
 
2.4.1 Classification Without Feature Selection (kNN Only) 

This classification involves all the features that are formed from Table 2. Here, we do not select the 
features yet. Later, the accuracy of the kNN classifier will be compared to the accuracy of GA+kNN 
 
2.4.2 Classification using Genetic Algorithm Feature Selection (GA+kNN) 

Each dataset in Table 2 is created a new data subset containing only the features selected by the Genetic 
Algorithm. This algorithm works as follows [27]: 

 
Step 1: Initialize random individual populations 
Step 2: Assign fitness values for each individual in the population 
Step 3: Make individual selections on the population to create new generation 
Step 4: Perform crossovers on the selected individuals 
Step 5: Perform mutations to avoid similarity in the generation of results crossover and parent population 
Step 6: Repeat step 2 - step 5 until the stop criteria are met. 
 

2.5 Evaluation 
At this stage, the performance of the kNN algorithm is evaluated based on its accuracy and AUC. The 

higher the accuracy value, the better the performance of the model. This rule also applied to the AUC value. 
 
2.6 Significance Test 

At this stage, we use the t-test method.  This method was applied to test the significance of each of the 
best values produced by kNN and AG+kNN for each dataset in Table 2. With alpha value = 0.05, means that 
the significance value of kNN and GA+kNN is less than 0.05 (p-value <α) indicates the two models can be 
said to be significantly different. 
 
 
3. RESULT AND ANALYSIS 

At this stage, the best accuracy for the k-NN model is compared with the best for the GA+kNN model. 
Then, to show that the best accuracy of the two models has a statistically significant difference, a different test 
is performed using the t-test. The test results can be seen in Table 3. From the test, we can see that, although 
not all produce significant differences, the results obtained are the proposed method (GA+kNN) outperforming 
kNN.  

Genetic Algorithm has been shown to improve kNN classification accuracy in images extracted with 
Haralick, LBP, and Har+LBP. The best overall accuracy results were achieved by GA+kNN on the 
Haralick+LBP feature extraction. Also, the best AUC value is generated by GA+kNN on Haralick+32-bin 
Histogram+LBP dataset. 

 
Table 3. Results of the best accuracy and its t-test 

No Dataset Best Accuracy 
kNN 

Best Accuracy 
GA+kNN 

Best Accuracy  
t-Test (α = 0,05) 

k  Accuracy AUC k  Accuracy AUC 
1 Har 15 79.10% 0.835 13 83.70% 0.896 Significant 
2 Hist32 2 90.90% 0.936 2 91.80% 0.935 Not Significant 
3 LBP 4 81.00% 0.859 2 89.00% 0.901 Significant 
4 Har+Hist32 2 90.62% 0.933 2 92.23% 0.937 Not Significant 
5 Har+LBP 2 84.60% 0.868 2 93.30% 0.937 Significant 
6 Hist32+LBP 2 91.55% 0.942 2 92.63% 0.94 Not Significant 
7 Har+Hist32+LBP 2 91.16% 0.926 2 92.76% 0.948 Not Significant 
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To determine the effectiveness of the model, we compare the best accuracy GA+kNN with the CNN 
model produced by [4] as in Table 4. Yang model excels in the AUC score, while the our proposed model is 
superior in terms of accuracy. 

Table 4. GA+kNN comparison against CNN Yang’s model 

Yang, et al (2020) Proposed Model (GA+kNN) 
Accuracy AUC Accuracy AUC 

89% 0.98 93.30% 0.937 
 

4. CONCLUSION 
The research proved that the model built using the Genetic Algorithm (GA+kNN) combined with 

Haralick and Local Binary Pattern was able to improve the performance of the kNN only classification 
algorithm and produce the best accuracy with a value of 93.30% and AUC of 0.937. The machine learning 
model produced is also able to provide excellent results by outperforms the CNN Yang model, which was 
formed by the identical dataset. 
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