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 Complications arising from Myocardial Infarction represented a critical 
medical emergency triggered by the blockage of blood flow to the heart 
muscle. This scenario arised when the coronary arteries, responsible for 
delivering blood to the heart, are suddenly blocked, mainly due to a blood clot 
within a narrowed artery caused by the accumulation of atherosclerotic 
plaque. Diagnosis involved a thorough assessment including a physical 
examination, electrocardiogram (ECG) evaluation, blood sample analysis to 
determine specific heart enzyme levels, and often the use of imaging 
techniques such as coronary angiography. Proactive anticipation of acute 
myocardial health complications can help mitigate adverse outcomes. This 
proactive approach involved early prediction through the application of 
classification methods. Classification, a key process, entailed organizing 
objects or data into distinct classes based on identifiable characteristics. 
Machine learning algorithms like Support Vector Machine (SVM), Random 
Forest, and XGBoost were employed to ensure accurate predictive outcomes 
from patient medical records for classification purposes. Techniques such as 
K-Nearest Neighbors (KNN) imputation, Iterative imputation, and Miss 
Forest played a crucial role in managing incomplete datasets to avoid losing 
important information. Optimizing machine learning models' 
hyperparameters was vital for improving their performance. Bayesian 
Optimization has become a widely used method for tuning these 
hyperparameters by creating a model based on past evaluation results to 
minimize the objective function. Iterative Imputation method showed 
excellent performance in SVM and XGBoost algorithms for classification 
tasks. SVM achieved 100% accuracy, precision, sensitivity, F1 test score, and 
AUC. XGBoost achieved 99.4% accuracy, 100% precision, 79.6% 
sensitivity, F1 score of 88.7%, and AUC of 0.898. KNN Imputation in SVM 
yields similar resulted to Iterative Imputation in SVM, while Random Forest 
showed poor classification outcomes due to data imbalance causing 
overfitting. 
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1. INTRODUCTION  

The complications that arise from Myocardial Infarction constitute a critical medical emergency condition 
precipitated by the obstruction of blood flow to the heart muscle[1]. This occurrence manifests when the 
coronary arteries responsible for supplying blood to the heart become abruptly blocked, primarily due to the 
formation of a blood clot within an artery that is already constricted as a result of the accumulation of 
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atherosclerotic plaque[2]. Consequently, the segment of the heart muscle deprived of an adequate blood supply 
commences a process of cellular demise owing to the insufficiency of oxygen and essential nutrients. The 
classic manifestations associated with complications of myocardial infarction encompass intense chest 
discomfort, difficulty in breathing, as well as feelings of nausea and episodes of vomiting[3]. The diagnostic 
approach involves a comprehensive evaluation encompassing a physical examination, electrocardiogram 
(ECG) assessment, analysis of blood samples to ascertain the levels of specific heart enzymes, and frequently, 
the utilization of imaging modalities such as coronary angiography[4]. Prompt initiation of therapeutic 
interventions holds paramount importance in mitigating the extent of irreversible cardiac injury and enhancing 
the overall prognosis of the affected individual. These interventions encompass the prompt administration of 
thrombolytic agents to dissolve the clot, subsequent implementation of coronary procedures like angioplasty 
or coronary artery bypass graft surgery, in addition to the implementation of post-treatment care strategies and 
the institution of long-term therapeutic regimens aimed at averting recurrent incidences of myocardial 
infarction[5]. 

One method of averting acute complications related to myocardial health is through the proactive 
anticipation of such occurrences. Anticipating these complications can be achieved by engaging in early 
predictive measures. Early prediction, as a fundamental approach, entails the application of classification 
techniques[6], [7]. Classification, a pivotal procedure, involves the systematic categorization of objects or data 
into distinct classes or groups based on identifiable characteristics or specific attributes. Across diverse 
domains, the practice of classification serves as a vital tool for the purpose of structuring information in a 
coherent manner, facilitating comprehension and enabling thorough analysis[8]. The process of classification 
can be executed through manual intervention by human operators or through automated means utilizing 
computational algorithms, particularly in scenarios involving voluminous datasets characterized by intricate 
complexities. Algorithms that are frequently utilized in the process of making predictions fall under the realm 
of Machine Learning, a subset of artificial intelligence that focuses on developing systems and algorithms that 
can learn and improve from experience without being explicitly programmed[9]. These algorithms are designed 
to analyze data, recognize patterns, and make intelligent decisions or predictions based on the information 
provided, thus enabling machines to perform tasks or make decisions that would typically require human 
intervention or intelligence. Machine Learning is a common set of algorithms frequently employed in the 
process of classification[10]. 

Machine learning, as a subset of artificial intelligence (AI), is dedicated to the advancement of algorithms 
and methodologies that empower computers to acquire knowledge and formulate predictions or conclusions 
by analyzing data. Unlike traditional programming methods, machine learning involves the training of 
computers through datasets, enabling them to identify patterns and autonomously reach decisions. The field of 
machine learning is in a state of continuous development, playing a vital role in addressing intricate challenges 
and enhancing productivity across different industries. Its significance is steadily increasing as it proves to be 
instrumental in tackling complex problems and streamlining operations in various sectors of the economy. 
Support Vector Machine[11], [12], Random Forest[6], [13], and Extreme Gradient Boosting (Xgboost)[14], 
[15] are frequently employed Machine Learning techniques for making classifications. 

Support Vector Machine (SVM), Random Forest, and XGBoost are machine learning algorithms utilized 
to ensure the accuracy of predictive outcomes derived from patient medical records for classification purposes. 
SVM functions as a supervised learning model that scrutinizes data for classification and regression analysis, 
recognized for its efficacy in high-dimensional spaces and robust performance in achieving clear margin 
separation[16], [17]. Random Forest, on the other hand, operates as an ensemble learning technique that 
generates multiple decision trees during training and outputs the mode of the classes for classification tasks, 
providing high accuracy and resistance against overfitting[13], [18]. XGBoost, also known as Extreme 
Gradient Boosting, stands as an optimized distributed gradient boosting library formulated for efficiency, 
flexibility, and portability, renowned for its superior speed and effectiveness in classification and regression 
tasks[19]. By employing the Gradient Boosted Decision Tree (GBDT) algorithm framework, XGBoost 
improves the handling of missing values and provides enhanced regularization techniques to avoid overfitting, 
making it very effective for extensive data analysis[20], [21]. 

In conjunction with selecting appropriate machine learning models, managing missing data and class 
imbalances pose significant challenges in building robust predictive models. Methods for data imputation like 
K-Nearest Neighbors (KNN) imputation[22], Iterative imputation[23], [24], and Miss Forest[25] are crucial in 
managing incomplete datasets to prevent the loss of important information from missing values. KNN impute 
operates by identifying the k-nearest neighbors to a missing value and replacing it based on the mean or mode 
of these neighbors[26]. Iterative impute, also referred to as Multiple Imputation by Chained Equations (MICE), 
conducts multiple rounds of imputations, taking into account the uncertainty of missing data by generating 
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various imputed datasets[27]. Miss Forest, a non-parametric imputation approach, employs random forest 
algorithms to predict and substitute missing values based on observed data[28].  

Despite the progress made in ML and data imputation methodologies, effectively managing missing data 
continues to pose challenges. Prior research has often concentrated on individual imputation techniques or 
machine learning models without incorporating advanced strategies for hyperparameter optimization[17]. 
Additionally, the comparative efficacy of these integrated approaches in forecasting complications related to 
myocardial infarction has not been thoroughly explored. Optimizing the hyperparameters of machine learning 
models is essential for enhancing their performance. Bayesian Optimization has emerged as a widely utilized 
method for tuning machine learning hyperparameters, constructing a surrogate model based on past evaluation 
outcomes of the target to determine the value that minimizes the objective function. Particularly advantageous 
for problems with costly (high duration), non-differentiable, or complex function evaluations, Bayesian 
optimization proves to be highly effective[29]. 

This study seeks to compare the effectiveness of various machine learning algorithms, including SVM, 
Random Forest, and XGBoost, in predicting myocardial infarction complications while incorporating data 
imputation techniques (KNN impute, Iterative impute, and Miss Forest). Additionally, it aims to evaluate the 
impact of hyperparameter optimization using Bayesian Optimization on predictive accuracy. The integration 
of these advanced techniques is expected to enhance early detection and management of myocardial infarction 
complications, thus improving patient outcomes and addressing the gaps in existing literature on predictive 
approaches. 

 
2. METHODS  

This research process requires evaluating the efficacy of three machine learning algorithms: Support 
Vector Machine (SVM), Random Forest (RF), and XGBoost, each utilizing three distinct data imputation 
methods, specifically K-Nearest Neighbors (KNN) imputation, Iterative imputation (MICE), and Miss Forest 
imputation. All the models undergo assessment with hyperparameter adjustment through Bayesian 
Optimization. This study is split into five successive stages, involving data collection using a dataset on MI 
complications, data partitioning using k-fold cross-validation, model training, and evaluation of assessment 
results. The research progression undertaken in this investigation is illustrated in Figure 1. 

 

 
Fig. 1. Research Flowchart 
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2.1. Data Collection 
The dataset analyzed in this research comprises 1700 instances containing 111 attributes related to the 

medical histories of patients. These attributes cover demographic details, medical background, results of 
diagnostic tests, and clinical observations during different phases of hospital stay, including admission, first 
day, second day, and third day. Additionally, the dataset contains annotations for various potential 
complications of myocardial infarction (MI) like atrial fibrillation, supraventricular tachycardia, ventricular 
tachycardia, pulmonary edema, and others. The information is obtained from 
https://archive.ics.uci.edu/dataset/579/myocardial+infarction+complications. 

 
2.2. Iterative Imputation 
Iterative Imputation is a methodology utilized for managing missing data within datasets. It involves the 

gradual replacement of missing values through the application of predictive models. This process comprises 
multiple stages that are executed iteratively until the missing values are resolved and stabilized.  

The progression of the iterative imputation approach is structured as follows[30]:  
1. Start: Load the dataset containing missing values.  
2. Initialization: Substitute the missing values with preliminary estimations such as mean, median, or mode.  
3. Iterations:  

• For each specific feature 𝑖 with missing values:  
• Segment the data into target features (feature 𝑖) and predictor features (remaining features).  
• Develop a predictive model (e.g., regression, decision tree, etc.) to forecast the value of feature 𝑖.  
• Utilize the model for predicting and replacing the missing values in the features 𝑖.  

• Assess convergence:  
• Cease if the imputed values exhibit minimal alteration (convergence).  
• Otherwise, repeat this stage.  

4. End: Generate the dataset with the replaced missing values. 

2.3. MissForest Imputation 
MissForest imputation is an approach that employs the Random Forest algorithm as a non-parametric 

technique for addressing missing values within a dataset. This method leverages the capabilities of Random 
Forest in managing intricate and interconnected data to offer precise estimations for the missing values. 
Random Forest, functioning as an ensemble learning algorithm, merges forecasts from numerous decision trees 
to enhance precision and mitigate overfitting. MissForest harnesses the potential of Random Forest to anticipate 
missing values by considering the available dataset values[28]. 

Similar to iterative imputation, MissForest operates in an iterative manner. During each cycle, the 
Random Forest model is trained using other features in the dataset to predict the missing values. Through the 
utilization of MissForest imputation, more accurate estimations can be used to replace missing values in the 
dataset, thereby enabling a more dependable subsequent analysis and modeling process. 

The progression of the MissForest imputation approach is structured as follows[25]:  
1. Firstly, the identification of missing values involves determining their location and quantity within the 

dataset.  
2. Subsequently, missing values are filled with initial estimates (such as mean, median, or mode) to initiate 

the iterative process.  
3. The iterative process entails the segmentation of data into target features (specific feature with missing 

values) and predictor features (other features), followed by training a Random Forest model to forecast 
the value of the target feature based on the other features. The model is then employed to predict and fill 
the missing values in the target feature. The convergence is evaluated by assessing the magnitude of 
change in the imputed values; if minimal (indicating convergence), the process is halted, otherwise, it is 
repeated.  

4. Ultimately, the final imputed outcomes from the iteration are utilized to substitute the missing values in 
the dataset. 

2.4. KNN Imputation 
K-Nearest Neighbors (KNN) imputation is a technique employed to address the absence of data values 

within a dataset by leveraging the principles of KNN. This approach involves replacing the missing values with 
the average (or mode for categorical variables) of the closest neighbors in the feature space. KNN, a non-
parametric algorithm commonly utilized for both classification and regression tasks, is utilized in imputation 
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to identify a set of 𝑘 neighboring data points that lack missing values in order to infer and substitute the missing 
values. In this process, KNN employs a distance metric (such as Euclidean, Manhattan, or Minkowski) to locate 
the nearest neighbors of data points with missing values. Subsequently, the missing values are imputed with 
the average (for numerical data) or mode (for categorical data) of these identified nearest neighbors.  

Through the application of KNN imputation, the gaps in the dataset can be filled in a manner that 
leverages the localized similarities between data points, leading to more dependable estimates that align with 
the prevailing data patterns[22]. 

The equation of KNN imputation can be seen in (1). 
 

 𝑑!,# =
∑ 𝑤$𝛿!,#,$
%
$&'

∑ 𝑤$
%
$&'

	 (1) 

 
This research employs KNN imputation utilizing distance weighting parameters, which have the 

capability to manage binary, categorical, ordered, continuous, and semi-continuous distance variables. The 
calculation of the distance between two values involves a weighted mean of the contribution of each variable, 
with the weights intended to reflect the significance of the respective variable. 

2.5. Support Vector Machine (SVM) 
A Support Vector Machine (SVM) is a machine learning technique employed to categorize a given set of 

training data along with associated labels. The optimal decision boundary is characterized by having the 
greatest distance and margin between the two data classes. SVM identifies the most suitable hyperplane for 
data segregation[17], [31]. 

 
Fig. 2. SVM Model Generation 

 
To effectively divide the data into two distinct linear classes, SVM seeks out the ideal hyperplane by 

enhancing the separation or margin between the hyperplane and the nearest data points from each class[12], 
[32]. 

In this particular investigation, SVM utilized a "kernel" setting of Polynomial with a regulatory parameter 
denoted as "C" set to 1. The subsequent equation outlines the SVM classification as well as the parameters 
relevant to the polynomial function. 

 

 𝐾(𝑥! , 𝑥#) 	= 	 (𝑥! , 𝑥# 	+ 	𝑐)(	 (2) 

 
Here, the regulatory parameter is designated as c, while d signifies the polynomial degree, and K(xi, xj ) 

corresponds to the kernel function. 
 
2.6. Random Forest 
The Random Forest algorithm is based on the concept of decision-making driven by a sequence of 

decisions structured in a decision tree format. Several decision trees are developed within the Random Forest 
structure, with each tree producing its own predictive outcomes. Eventually, the predictive class that receives 
the highest number of votes is selected as the ultimate prediction. A deeper comprehension of the Random 
Forest's framework can be attained by analyzing its structure. The architecture of Random Forest can be seen 
in Figure 3[10], [33]. 
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Fig. 3. Random Forest Model Architecture 

 
Two techniques, namely bagging and random subspace, can be utilized for the construction of a Random 

Forest model. The subsequent section will elaborate on the steps involved in developing a Random Forest 
model in the field[34], [35]: 
1. Utilizing the bootstrapping method to perform random resampling is a strategy that involves employing 

a sample size identical to that of the training data.  
2. The random subspace technique entails selecting K attributes from a set of M attributes, where K is a 

value less than M, typically corresponding to the square root of M.  
3. The development of a decision tree involves using bootstrap samples and previously selected attributes.  
4. To attain the desired outcome, it is essential to repeat steps 1 to 3 multiple times in order to shape the tree 

accordingly. The quantity of trees within the Random Forest model is determined by assessing the out-
of-bag error rate (OOB). 

2.7. Extreme Gradient Boosting (Xgboost) 
The XGBoost principle entails the development of an ensemble-based algorithm that amalgamates 

ensemble learning and decision trees[36]. When employing the XGBoost method, the concept of ensemble 
learning plays a crucial role in influencing the training process for the subsequent generation of trees. This 
influence is manifested in the addition of the residual outcome from the previous training process as a new 
threshold for the creation of a new tree. Such a process serves to diminish the likelihood of overfitting that may 
arise from the generation of new trees. Upon reaching the maximum number of iterations, the final output value 
is designated as the ultimate result. The architecture of XGBoost is visually depicted in Figure 4, showcasing 
its underlying structure and components[37], [38]. 

 
Fig. 4. Extreme Gradient Boosting Model Architecture 
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A XGBoost model can be created through the process of forming trees and executing an ensemble 

learning method. The steps involved in developing a XGBoost model include the following[39], [40]: 
1. The initialization phase begins by making a prediction for the 0-th tree, which is set to be equal to 0. This 

initial prediction sets the foundation for the subsequent steps in the model development process. 
2. Next, the Splitting Mode is determined by the algorithm, which involves the calculation and traversal of 

all leaf node gain values until the maximum gain score relative to the root node is obtained. This step is 
crucial for identifying the optimal splitting points within the tree structure. 

3. Following the determination of the Splitting Mode, the current binary leaf node set is established by 
continuing the calculation process until the gain score becomes negative or another stopping condition is 
met. This iterative process helps in refining the structure of the tree for better predictive accuracy. 

4. Subsequently, the predicted value of the entire leaf node is calculated based on the information gathered 
from the previous steps. This predicted value serves as the basis for making decisions on how to further 
optimize the model for better performance. 

5. A new tree is then established using the latest prediction result as the threshold, with the condition that 
the value is greater than the threshold. This process is repeated iteratively until the maximum number of 
trees specified for the model is reached, ensuring a comprehensive ensemble of trees is created. 

6. Finally, the ultimate result of the XGBoost model is determined by calculating the output values of the 
latest node in the ensemble. This final step brings together the individual predictions of each tree to 
generate a collective output that represents the overall predictive power of the model. 

2.8. Bayesian Optimization 
Bayesian Optimization is a method for optimizing objective functions that are unknown and costly to 

evaluate, based on a probabilistic model. This technique is particularly valuable for tackling optimization 
challenges where direct assessment of the objective function is time-consuming or expensive, such as 
hyperparameter tuning in machine learning. 

Bayesian Optimization involves several key steps[41]:  
1. Prior Model: A probabilistic prior model, typically a Gaussian Process (GP), is established to represent 

the objective function. The GP is favored for its adaptability in capturing intricate functions and its ability 
to offer predictive uncertainty.  

2. Observation Data: Begin with a small set of initial observation data, including appropriate inputs and 
outputs. The objective function is assessed at randomly chosen starting points or based on prior 
knowledge.  

3. Construct Surrogate Model: Develop a surrogate model using the available observational data. This model 
aims to mimic the true objective function and provides a probabilistic approximation of the output.  

4. Acquisition Function: Define an acquisition function that utilizes the surrogate model to identify the next 
point for evaluation. The acquisition function is crafted to balance exploration (exploring less-known 
regions) and exploitation (exploring areas expected to yield optimal outcomes). 

5. Acquisition Function Optimisation: optimizing the acquisition function to determine the next input point 
for evaluation.  

6. Evaluation and Update: Assessing the objective function at the new input point, updating the observation 
dataset with the new data.  

7. Iteration: Iterating through the process from model construction to evaluation and update until a 
predefined stopping criterion is met, such as a maximum number of iterations or convergence. 

2.9. Performance Metrics 
In machine learning, the assessment of the combined model's classification performance is typically 

achieved by employing confusion matrices. These matrices offer a more effective means of displaying 
outcomes in classification problems, offering insights into both actual and predicted classification results.  

Terms such as False Negative (FN), False Positive (FP), True Negative (TN), and True Positive (TP) are 
commonly utilized within the context of confusion matrices. The terms are defined in Table 1[12]. 

 
Table 1. Confusion Matrix 

Actual Class Predicted Class 
True False 

True True Positive (TP) False Negative (FN) 
False False Positive (FP) True Negative (TN) 
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The evaluation matrix under consideration incorporates these confusion matrix parameters to assess each 
parameter's performance. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁	
(3) 

 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁	
(4) 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃	
(5) 

 

 𝐹1 =
2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙 	 (6) 

 
Utilizing a mathematical formula that combines the curves, the Area Under the Curve (AUC) may be 

construed as the likelihood that the classification model will accurately differentiate between positive and 
negative instances. The method of categorization suggests that if chosen randomly, positive instances will yield 
higher rankings than negative ones. Consequently, an increased AUC signifies an enhanced capability of the 
classification model in effectively distinguishing between positive and negative categories. The primary 
objective in crafting an efficient classification model is to maximize the AUC value. 

The AUC metric spans from 0 to 1, where a higher AUC denotes superior model performance. AUC can 
be modeled mathematically in (7). 

 

 𝐴𝑈𝐶 =
H 𝑇𝑃
𝑇𝑃 + 𝐹𝑁I𝑥 H

𝑇𝑁
𝑇𝑁 + 𝐹𝑃I

2 	 (7) 

 
Moreover, the AUC value's interpretation reflects the model's competence in distinguishing between 

positive and negative categories. Furthermore, AUC serves as a valuable instrument for model selection and 
comparison, enabling practitioners to assess the relative efficacy of different classifiers. The classification 
quality assessment based on the AUC value is illustrated in Table 2[12]. 

 
Table 2. Categories of results from classification based on AUC values 

AUC Values Category 
0.90 – 1.00 Excellent 
0.80 – 0.90 Good 
0.70 – 0.80 Fair 
0.60 – 0.70 Poor 
0.50 – 0.60 Failure 

 
3. RESULTS AND DISCUSSION  

This section displays the assessment of the SVM, Random Forest, and Xgboost classification algorithms, 
integrating data imputation methods like KNN Imputation, Iterative Imputation, and MissForest Imputation, 
as well as Bayesian Optimization for hyperparameter optimization. The objective is to assess the efficacy of 
classification algorithms in identifying myocardial infarction complications. Different assessment 
measurements like precision, sensitivity, accuracy, F1-score, and AUC of the ROC curve are applied in this 
examination. The evaluation aims to compare the performance of machine learning algorithms and gauge the 
impact of data imputation. In this study, k-fold cross validation is employed for splitting the data due to 
imbalanced data classes[42]. 

 
3.1. Testing Results with K-Fold value 2 
This part presents the empirical results derived from the machine learning classification model utilizing 

a k-fold value of 2. 
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Table 3. Classification Result using K-Fold value 2 

Model Imputation 
Method 

Peformance Metrics 
AUC F1 Accuracy Sensitivity Precision 

SVM 
Iterative 0.589 0.25 0.965 0.188 0.375 
MissForest 0.500 0.00 0.969 0.000 nan 
KNN 0.530 0.111 0.969 0.062 0.500 

Random Forest 
Iterative 0.500 0.00 0.969 0.000 nan 
MissForest 0.500 0.00 0.969 0.000 nan 
KNN 0.500 0.00 0.969 0.000 nan 

Xgboost 
Iterative 0.500 0.00 0.969 0.000 nan 
MissForest 0.531 0.118 0.971 0.062 1,000 
KNN 0.531 0.118 0.971 0.062 1,000 

 
Evaluation of the machine learning classification model using a k-fold value of 2 indicates a high level of 

accuracy. The model's accuracy rate of 97.1% demonstrates its capability in effectively categorizing the data. 
Nonetheless, the outcomes of additional performance metrics reveal a subpar level of performance. Within the 
SVM method utilizing iterative imputation, the AUC result reached its peak at 0.589. Subsequently, a further 
test will be carried out employing a k-fold value of 3. A comparison of performance metrics for all strategies 
utilized is presented in Figure 5. 

 
Fig. 5. Comparision of Machine Learning Methods using K-Fold Value 2 

 
3.2. Testing Results with K-Fold value 3 
This part presents the empirical results derived from the machine learning classification model utilizing 

a k-fold value of 3. 
Table 4. Classification Result using K-Fold value 3 

Model Imputation 
Method 

Peformance Metrics 
AUC F1 Accuracy Sensitivity Precision 

SVM 
Iterative 1.000 1.000 1.000 1.000 1.000 
MissForest 0.712 0.568 0.979 0.426 0.852 
KNN 1.000 1.000 1.000 1.000 1.000 

Random Forest 
Iterative 0.500 0.000 0.968 0.000 nan 
MissForest 0.500 0.000 0.968 0.000 nan 
KNN 0.500 0.000 0.968 0.000 nan 

Xgboost 
Iterative 0.898 0.887 0.994 0.796 1.000 
MissForest 0.750 0.667 0.984 0.500 1.000 
KNN 0.722 0.615 0.982 0.444 1.000 

 
Evaluation of machine learning classification models using a k-fold value of 3 yielded positive outcomes 

across various methodologies. Within the SVM approach, all performance metrics demonstrated optimal 
outcomes when employing Iterative and KNN imputation techniques. The Xgboost method also exhibited 
favorable results, achieving a maximum accuracy of 99.4% and an AUC of 0.898, placing it within the good 
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range. Conversely, the random forest method displayed notably inadequate results despite utilizing a k-fold 
value of 3. A comparison of performance metrics for all strategies utilized is presented in Figure 6. 

 

 
Fig. 6. Comparision of Machine Learning Methods using K-Fold Value 3 

 
3.3. Discussion 
The assessment findings indicate that the utilization of imputation techniques proved to be effective in 

yielding satisfactory outcomes for the SVM and Xgboost algorithms. In the SVM algorithm, exemplary results 
were achieved in terms of accuracy, precision, sensitivity, and F1 scores of 100%, along with an AUC of 1.00, 
when employing the iterative and knn imputation techniques with a k-fold of 3. These outcomes demonstrated 
an enhancement compared to a k-fold of 2. Conversely, in the Xgboost algorithm, optimal outcomes were 
observed with the iterative imputation technique, showcasing an accuracy of 99.4%, precision of 100%, 
sensitivity of 79.6%, F1 score of 88.7%, and an AUC of 0.898. The results suggest that Xgboost can yield 
favorable outcomes when utilizing a k-fold value of 3, overcoming overfitting issues associated with 
imbalanced data. Nevertheless, the outcomes for Random Forest were found to be unsatisfactory, as indicated 
by an AUC value of 0.5, signifying its failure in addressing overfitting concerns within the dataset. 

Upon comparing the various methodologies applied, it is evident that the Iterative Imputation Method 
stands out as the most effective approach for handling missing data concerns. Conversely, Random Forest 
exhibited subpar results due to its AUC value of 0.5, despite achieving high accuracy levels. These results 
imply that the prevalence of the majority class significantly influences the high accuracy rates through correct 
classification. Moving forward, additional research is warranted to explore the implementation of data 
balancing techniques, intended to equalize the representation of minority class data with that of the majority 
class. By addressing data imbalances, it is possible to mitigate overfitting issues, consequently leading to 
improved classification outcomes[37], [42]. 

 
4. CONCLUSION 

According to the findings presented earlier, the Iterative Imputation technique demonstrates superior 
performance in SVM and Xgboost algorithms for classification tasks. SVM achieves perfect accuracy, 
precision, sensitivity, F1 test score of 100%, and AUC of 1.00. XGBoost accomplishes 99.4% accuracy, 100% 
precision, 79.6% sensitivity, F1 score of 88.7%, and AUC of 0.898. Similarly, KNN Imputation in SVM yields 
identical outcomes to Iterative Imputation in SVM. However, poor classification results are observed with 
Random Forest due to data class imbalance leading to overfitting. 

In forthcoming studies, it is imperative to incorporate class balancing techniques like SMOTE in order to 
enhance the efficacy of the Random Forest algorithm and to support imputation approaches such as MissForest 
and KNN Imputation. The utilization of class balancing methods is anticipated to address the issue of 
overfitting during the classification process. 
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Complications from Myocardial Infarction (MI) represent a critical medical emergency 
caused by the blockage of blood flow to the heart muscle, primarily due to a blood clot in a 
coronary artery narrowed by atherosclerotic plaque. Diagnosing MI involves physical 
examination, electrocardiogram (ECG) evaluation, blood sample analysis for specific heart 
enzyme levels, and imaging techniques such as coronary angiography. Proactively 
predicting acute myocardial complications can mitigate adverse outcomes, and this study 
focuses on early prediction using classification methods. 
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XGBoost were employed to classify patient medical records accurately. Techniques like K-
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INTRODUCTION - Provide comments and recommendations about the state of the art, 
novelty, and contribution of the research.:  
Complications from Myocardial Infarction (MI) constitute a critical medical emergency 
precipitated by the obstruction of blood flow to the heart muscle. This blockage occurs 
when coronary arteries, responsible for supplying blood to the heart, become suddenly 
blocked, primarily due to a blood clot within an artery narrowed by the accumulation of 
atherosclerotic plaque. Consequently, the segment of the heart muscle deprived of 
adequate blood supply begins to experience cellular death due to the lack of oxygen and 
essential nutrients. 
 
Classic symptoms of MI complications include intense chest discomfort, difficulty in 
breathing, nausea, and vomiting. Diagnosis involves a comprehensive evaluation, including 
physical examination, electrocardiogram (ECG) assessment, blood sample analysis for 
specific heart enzymes, and often imaging techniques such as coronary angiography. 
Prompt therapeutic interventions are crucial to mitigate irreversible cardiac injury and 
improve patient prognosis. These interventions may include thrombolytic agents to 
dissolve the clot, coronary procedures like angioplasty or coronary artery bypass graft 
surgery, and long-term therapeutic regimens to prevent recurrent MI incidents. 
 
Proactive anticipation of acute myocardial complications can significantly improve 
outcomes. Early prediction can be achieved using classification techniques, which involve 
organizing data into distinct classes based on identifiable characteristics. Classification is 
a vital tool across various domains, structuring information coherently and enabling 
thorough analysis. This can be executed manually or through automated means using 
computational algorithms, particularly for large and complex datasets. 
 
Machine Learning (ML), a subset of artificial intelligence, focuses on developing algorithms 
that enable computers to learn from data, recognize patterns, and make intelligent 
decisions. ML algorithms such as Support Vector Machine (SVM), Random Forest, and 
XGBoost are commonly used for classification tasks, including the prediction of MI 
complications. 



 
Support Vector Machine (SVM): A supervised learning model that excels in high-
dimensional spaces and is effective for classification and regression analysis. 
Random Forest: An ensemble learning technique that generates multiple decision trees 
during training and outputs the mode of the classes for classification tasks, providing high 
accuracy and resistance to overfitting. 
XGBoost: An optimized distributed gradient boosting library known for its superior speed 
and effectiveness in classification and regression tasks, handling missing values efficiently 
and offering enhanced regularization techniques. 
Managing missing data and class imbalances are significant challenges in building robust 
predictive models. Techniques such as K-Nearest Neighbors (KNN) imputation, Iterative 
imputation, and Miss Forest are crucial for handling incomplete datasets and preserving 
important information. 
 
KNN Imputation: Replaces missing values based on the mean or mode of the k-nearest 
neighbors. 
Iterative Imputation: Also known as Multiple Imputation by Chained Equations (MICE), 
generates multiple imputed datasets, considering the uncertainty of missing data. 
Miss Forest: A non-parametric approach using random forest algorithms to predict and 
substitute missing values based on observed data. 
 
METHOD - Provide comments and recommendations for the method.:  
The methods section is comprehensive and covers the essential aspects of the research. 
However, it could benefit from some restructuring for clarity and conciseness. Here are 
some detailed comments and suggestions: 
 
General Suggestions: 
Flow and Organization: 
 
Reorganize the sections to maintain a logical flow. For instance, start with data collection, 
followed by data preprocessing (imputation methods), and then proceed to the machine 
learning models and evaluation techniques. 
Consider using subheadings consistently to improve readability. 
Detail Level: 
 
Ensure that the descriptions of methods are concise yet detailed enough for 
reproducibility. 
Where possible, avoid overly technical language and explain terms clearly for a broader 
audience. 
Consistency: 
 
Use consistent terminology and formatting throughout the section. For instance, if you use 
“KNN” in one place, avoid using “k-nearest neighbors” elsewhere unless defining it. 
Specific Section Suggestions: 



Data Collection: 
 
This section is clear and well-defined. 
Consider providing a brief description of the dataset source (UCI Machine Learning 
Repository) to contextualize the data. 
Imputation Methods: 
 
Merge the descriptions of iterative imputation, MissForest, and KNN imputation into a 
single “Data Imputation Methods” section. 
Simplify the iterative process description to avoid redundancy. For instance, outline the 
common steps and then briefly mention the unique aspects of each method.  
Machine Learning Models: 
 
Separate the descriptions of the machine learning models (SVM, Random Forest, XGBoost) 
into distinct subsections. 
Simplify the descriptions and focus on how each model is applied in the study rather than 
explaining basic principles that are widely known. 
Hyperparameter Optimization: 
 
The description of Bayesian Optimization is clear but could be shortened. Focus on how it’s 
applied in your study rather than a detailed explanation of the method itself. 
Performance Metrics: 
 
This section is well-detailed. Ensure that each metric is clearly defined and its relevance to 
the study is explained. 
Consider providing a brief example or explanation for terms like TP, TN, FP, and FN if the 
target audience might not be familiar with them. 
 
RESULTS AND DISCUSSION - Provide comments and recommendations for the research 
results and discussion.:  
Summary of Findings 
The results section provides a detailed analysis of the performance of the SVM, Random 
Forest, and XGBoost classification algorithms, each coupled with different data imputation 
methods (KNN, Iterative, and MissForest) and hyperparameter optimization via Bayesian 
Optimization. The metrics used for evaluation include accuracy, precision, sensitivity, F1-
score, and AUC of the ROC curve. The analysis is conducted using k-fold cross-validation 
with k-values of 2 and 3. 
 
Observations and Critique 
High Accuracy but Low AUC and F1-scores: 
 
In the k-fold value of 2, the models showed high accuracy (~97%) but low AUC and F1-
scores. This discrepancy suggests that the models might be overfitting or that the dataset 
is highly imbalanced, leading to misleading accuracy metrics. High accuracy in 



imbalanced datasets often indicates that the model is correctly predicting the majority 
class but failing to predict the minority class. 
Improved Performance with k=3: 
 
The results significantly improved with a k-fold value of 3, particularly for the SVM and 
XGBoost models. This improvement highlights the importance of choosing an appropriate 
value for k in cross-validation to obtain a more reliable performance assessment. 
Effectiveness of Imputation Techniques: 
 
Iterative and KNN imputation methods yielded superior results compared to MissForest, 
especially when paired with the SVM and XGBoost algorithms. This indicates that these 
imputation methods may be better suited for this specific dataset. 
Underperformance of Random Forest: 
 
The Random Forest algorithm consistently performed poorly, with an AUC of 0.5 across 
different imputation methods and k-values. This suggests that Random Forest may not be 
suitable for this particular task, or it might require further tuning or preprocessing 
adjustments. 
Potential Overfitting: 
 
The perfect scores (100%) observed in the SVM with iterative and KNN imputation for k=3 
might indicate overfitting. It would be beneficial to investigate this further by using 
additional evaluation metrics or validation techniques. 
Suggestions for Improvement 
Addressing Class Imbalance: 
 
Implement techniques such as SMOTE (Synthetic Minority Over-sampling Technique) or 
ADASYN (Adaptive Synthetic Sampling) to balance the dataset before training the models. 
This can help improve the model's performance on minority classes and provide a more 
accurate evaluation of its efficacy. 
Ensemble Methods: 
 
Consider using ensemble methods that combine predictions from multiple models to 
improve robustness and performance. Techniques like stacking, blending, or voting can 
help leverage the strengths of different models. 
Hyperparameter Tuning: 
 
While Bayesian Optimization was used for hyperparameter tuning, further exploration with 
other optimization techniques such as Grid Search or Random Search might uncover 
better hyperparameter configurations. 
Model Interpretability: 
 
Incorporate model interpretability techniques such as SHAP (SHapley Additive 
exPlanations) or LIME (Local Interpretable Model-agnostic Explanations) to understand the 



contribution of different features to the model's predictions. This can provide insights into 
why certain models perform better than others. 
Cross-Validation Strategy: 
 
Experiment with different values of k in k-fold cross-validation to determine the most 
reliable k-value for this dataset. Additionally, consider using stratified k-fold cross-
validation to ensure each fold is representative of the overall class distribution. 
Advanced Imputation Techniques: 
 
Explore advanced imputation techniques such as autoencoders or GANs (Generative 
Adversarial Networks) for missing data imputation. These methods can capture complex 
patterns in the data and potentially provide better imputations. 
Additional Metrics: 
 
Include more evaluation metrics such as Matthews correlation coefficient (MCC) or 
balanced accuracy, which are more informative for imbalanced datasets. These metrics 
can provide a more nuanced understanding of model performance. 
Visualization: 
 
Enhance the visualization of results by including more detailed plots, such as precision-
recall curves, to complement ROC curves. These visual aids can help in better 
understanding the trade-offs between different performance metrics. 
 
CONCLUSIONS - Provide comments and recommendations for conclusions.:  
Emphasis on Best Performers: 
 
The conclusion correctly emphasizes the superior performance of the Iterative Imputation 
technique with SVM and XGBoost. This provides clear direction on the most effective 
methods identified in the study. 
Acknowledgment of Random Forest’s Poor Performance: 
 
The conclusion acknowledges the poor performance of the Random Forest algorithm due 
to class imbalance, which is important for transparency and directing future research 
efforts. 
Need for Class Balancing Techniques: 
 
The recommendation to incorporate class balancing techniques such as SMOTE is well-
founded, given the observed issues with class imbalance and overfitting. 
Suggestions for Improvement 
Highlighting the Importance of Validation: 
 
Mention the importance of further validation, particularly to ensure that the perfect scores 
observed with SVM are not due to overfitting. This could involve additional validation 
techniques or external validation datasets. 



Future Research Directions: 
 
While the need for class balancing techniques is addressed, it would be beneficial to 
outline more specific future research directions. For instance, suggesting the exploration of 
other advanced imputation methods, or hybrid models that combine multiple algorithms, 
could provide a clearer path forward. 
Broader Implications: 
 
Consider discussing the broader implications of these findings. For example, how might 
these results impact the practical implementation of machine learning models in medical 
diagnostics or other real-world applications? 
Addressing Limitations: 
 
Briefly mention any limitations of the study that should be addressed in future research. 
This might include the need for larger or more diverse datasets, or the exploration of other 
machine learning algorithms that were not considered in this study. 
Detailed Recommendations: 
 
Provide more detailed recommendations on how to implement the suggested class 
balancing techniques. For instance, briefly explain how SMOTE or other techniques could 
be integrated into the existing workflow 
 
REFERENCES - Provide comments and recommendations for reference.:  
- 
 
DECISION RECOMMENDATION - Choose the decision recommendations.:  
Minor Revision 
Major Revision 
 
GENERAL COMMENT - Provide overall comments and recommendations of the paper. Give 
feedback for the paper's structure, conformity to the template, clarity, grammatical 
construction, etc.:  
- Cite all Figures and Tables in the paragraph and explain them. 
- Please adjust/modify the paper following the article journal template. See the PDF 
published paper. 
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------------------------------------------------------ 
Reviewer B: 
 
TITLE AND ABSTRACT - Provide comments and recommendations for the title and 
abstract.:  
The maximum number of keywords permitted is five. 



 
Title Clarity and Brevity: The title is verbose and somewhat cumbersome, making it difficult 
to quickly grasp the focus of the study. Simplifying and condensing the title while retaining 
the key elements would improve readability and impact. Additionally, the term 
"Effectiveness of Data Imputations" is vague; specifying the type of effectiveness (e.g., 
accuracy improvement, error reduction) would be clearer. 
 
Abstract Structure: The abstract is dense and lacks a clear structure that separates 
background, methods, results, and conclusions. A more organized abstract with distinct 
sections would enhance readability and ensure that key information is easily accessible. 
Currently, the abstract reads as a continuous block of text, which can be overwhelming for 
the reader. 
 
Technical Jargon and Readability: The abstract contains technical jargon that may not be 
easily understood by readers unfamiliar with the domain. Terms like "Bayesian 
Optimization," "Iterative Imputation," and "AUC" should be briefly explained or simplified to 
improve accessibility. Balancing technical details with readability is crucial for a broader 
audience. 
 
Lack of Contextual Background: The abstract jumps directly into the complications of 
myocardial infarction without providing adequate background on the significance and 
prevalence of the issue. A brief context regarding the importance of predicting myocardial 
infarction complications would set the stage for the study's relevance and urgency. 
 
Insufficient Explanation of Methods: The abstract mentions several machine learning 
algorithms and imputation techniques but lacks detailed explanation of their 
implementation and significance. Providing a concise overview of how these methods were 
applied and why they were chosen would clarify their role in the study. 
 
Inconsistent Use of Terminology: The abstract inconsistently uses terms such as "data 
imputation" and "imputation methods," which can be confusing. Consistent terminology 
throughout the abstract would improve coherence and understanding. 
 
Overemphasis on Specific Metrics: While the abstract highlights specific performance 
metrics for SVM and XGBoost, it does not adequately explain the implications of these 
results or compare them meaningfully. Additionally, the presentation of 100% accuracy 
and other perfect scores for SVM may raise skepticism without a discussion of potential 
overfitting or validation methods used. 
 
Omission of Limitations and Challenges: The abstract does not address any limitations or 
challenges encountered during the study, such as issues with data imbalance or overfitting 
in Random Forest. Acknowledging these aspects would provide a more balanced and 
transparent view of the study's findings. 
 



Keywords Selection: The keywords listed are relevant but could be expanded to include 
terms like "hyperparameter tuning" and "classification methods" to better capture the 
scope of the study. Additionally, more specific keywords related to the dataset or study 
context could improve searchability. 
 
Absence of Practical Implications: The abstract fails to discuss the practical implications 
of the findings, such as how the results could be applied in clinical settings or inform future 
research. Highlighting the real-world impact of the study would enhance its significance 
and appeal to practitioners and policymakers. 
 
INTRODUCTION - Provide comments and recommendations about the state of the art, 
novelty, and contribution of the research.:  
Excessive Detail in Background Information: The introduction provides an extensive 
background on myocardial infarction and its complications, including detailed descriptions 
of diagnostic and treatment methods. While this information is relevant, it could be more 
concise. The overemphasis on medical details detracts from the focus on the study's 
objectives and the significance of machine learning techniques in predictive analytics. 
 
Redundancy and Lack of Focus: The introduction repeatedly mentions the role of 
classification and machine learning in predictive tasks without sufficiently connecting 
these aspects to the specific research problem. This redundancy can make it challenging 
for readers to discern the primary focus of the study, which is the integration of machine 
learning and data imputation for myocardial infarction complications. 
 
Insufficient Justification for Method Selection: Although the introduction discusses various 
machine learning algorithms and data imputation techniques, it lacks a clear justification 
for why these specific methods were chosen for this study. An explanation of why SVM, 
Random Forest, and XGBoost were selected over other algorithms, and why the particular 
imputation methods were chosen, would provide better context and strengthen the 
rationale. 
 
Limited Discussion of Hyperparameter Optimization: The introduction briefly mentions 
hyperparameter optimization using Bayesian Optimization but does not delve into its 
specific relevance or how it will be integrated into the study. A more detailed explanation of 
how hyperparameter optimization will be applied and its expected impact on model 
performance would enhance the reader's understanding. 
 
Weak Transition to Research Objectives: The transition from background information to the 
research objectives is abrupt. The introduction provides substantial information on the 
general use of machine learning and data imputation techniques but does not smoothly 
transition into how these techniques will specifically address the research gap related to 
myocardial infarction complications. 
 
Lack of Clear Research Gap: While the introduction outlines the general challenges of data 



imputation and machine learning in predictive modeling, it does not clearly articulate the 
specific research gap that this study aims to fill. Defining the precise gap in the literature or 
practical application that this research addresses would clarify the study's relevance. 
 
Inadequate Literature Context: The introduction references prior research on imputation 
techniques and machine learning but does not adequately situate the study within the 
existing body of literature. Providing a more thorough review of recent studies, including 
their limitations and how this research will build upon or differ from them, would better 
contextualize the study. 
 
Ambiguity in Study Contribution: The introduction mentions that the study aims to improve 
predictive accuracy and address gaps in the literature but lacks specificity in describing the 
expected contributions. Clearly stating the anticipated impact of the research on the field 
of myocardial infarction prediction and management would provide a stronger rationale for 
the study. 
 
Insufficient Detail on Methodology Integration: The introduction describes various machine 
learning algorithms and imputation techniques in isolation but does not detail how these 
methods will be combined or evaluated together in the study. Explaining how these 
methodologies will be integrated and assessed collectively would enhance the 
understanding of the research design. 
 
Overemphasis on Technical Terms: The introduction uses technical terms and jargon 
extensively, which might alienate readers who are not experts in the field. Simplifying 
language and ensuring that technical terms are defined or explained would improve 
accessibility and readability. 
 
METHOD - Provide comments and recommendations for the method.:  
Justification for Method Choices: The Methods section describes the choice of algorithms 
and imputation techniques but lacks a thorough justification for why these specific 
methods were selected over others. There is no discussion on how these choices were 
guided by the problem at hand or how they compare to alternative methods, which 
diminishes the robustness of the methodological rationale. 
 
Details on Hyperparameter Tuning: The use of Bayesian Optimization for hyperparameter 
tuning is mentioned, yet the section does not detail the specific hyperparameters tuned for 
each model or the ranges explored. This omission hinders the reproducibility of the study 
and the understanding of how hyperparameter settings might influence model 
performance. 
 
Dataset Preprocessing: The manuscript provides an overview of the dataset but fails to 
address the preprocessing steps undertaken before imputation. Details on handling 
outliers, categorical variables, or skewed distributions are missing, which are crucial for 
assessing the appropriateness and effectiveness of the imputation methods used. 



 
Cross-Validation Procedure: Although k-fold cross-validation is used, the manuscript does 
not specify the value of k or provide a rationale for its choice. The impact of this choice on 
model evaluation and performance is not discussed, which is essential for understanding 
the generalizability of the results. 
 
Suitability of Performance Metrics: The performance metrics used for model evaluation are 
listed, but the choice of these metrics is not well justified in the context of predicting 
myocardial infarction complications. Metrics such as precision-recall curves might offer 
more insight in this context, given potential class imbalances, but are not discussed. 
 
Imputation Methods Limitations: The description of imputation methods is thorough, yet 
there is no discussion on their limitations or potential drawbacks. For instance, KNN 
imputation is sensitive to the choice of distance metric and k, and MissForest can be 
computationally intensive. Addressing these issues would provide a more comprehensive 
view of the methods’ applicability. 
 
Overfitting and Model Complexity: The potential for overfitting is not discussed in relation 
to the complexity of the models used. With complex models like Random Forests and 
XGBoost, strategies for managing overfitting, such as regularization techniques, are crucial 
but are not mentioned. 
 
Integration of Imputation and Models: The process of integrating different imputation 
techniques with machine learning models is not clearly explained. The manuscript lacks 
details on how imputed datasets are incorporated into model training and evaluation, 
which affects the clarity of the methodological approach. 
 
Performance Metrics Computation: While performance metrics are defined, the 
manuscript does not provide details on how these metrics are computed from confusion 
matrices or the thresholds used for classification. More information on these aspects 
would enhance the interpretation of the results. 
 
Bayesian Optimization Details: The description of Bayesian Optimization is clear, yet it 
lacks specific examples of its application to hyperparameter tuning for the models used. 
Details on the acquisition function and its impact on optimization would offer a deeper 
understanding of the optimization process. 
 
RESULTS AND DISCUSSION - Provide comments and recommendations for the research 
results and discussion.:  
Inconsistency in Performance Metrics: The Results section presents performance metrics 
that vary significantly between different k-fold values and imputation methods. For 
instance, the reported accuracy rates are exceptionally high for k-fold 3 but appear 
inconsistent or overly optimistic for k-fold 2. This inconsistency raises questions about the 
reliability of the results, especially since the metrics do not always align with expectations 



based on the imputation methods and algorithms used. A more detailed analysis of why 
these variations occur is necessary to ensure the results' robustness. 
 
Lack of Explanation for High Accuracy Rates: The results indicate exceptionally high 
accuracy rates, particularly for SVM and Xgboost models with k-fold 3. However, these high 
accuracy rates are not sufficiently explained or contextualized. Without a clear explanation 
of why the models perform so well, there is a risk that these results could be due to 
overfitting or an imbalance in class representation rather than genuine predictive 
performance. The manuscript should discuss how high accuracy aligns with other 
performance metrics and address the potential for misleading results due to class 
imbalance. 
 
Sparse Analysis of Random Forest Performance: The Random Forest algorithm 
consistently shows subpar results across different k-fold values and imputation methods, 
with AUC values at 0.5. The discussion lacks a thorough analysis of why Random Forest 
performs poorly. Possible reasons, such as model parameters, the nature of the data, or 
specific challenges associated with Random Forest in this context, should be explored in 
more detail to provide a comprehensive understanding of its underperformance.  
 
Insufficient Exploration of Imputation Methods Impact: The discussion acknowledges the 
effectiveness of imputation techniques but does not delve deeply into how different 
imputation methods specifically impact the performance of each algorithm. While Iterative 
Imputation is highlighted as effective, there is limited discussion on why it outperforms 
others or how each method's imputation strategy interacts with the models' performance. 
A more detailed exploration of the imputation methods' impact would help in 
understanding their role in the results. 
 
Lack of Statistical Significance Testing: The Results section does not mention any 
statistical significance testing of the performance metrics. Without significance testing, it 
is challenging to determine whether observed differences between models or k-fold values 
are statistically meaningful or could be due to random chance. Including statistical tests 
would strengthen the validity of the comparisons and conclusions drawn. 
 
Inadequate Discussion on Overfitting: Although overfitting is briefly mentioned in the 
context of Random Forest, there is insufficient discussion on how overfitting was assessed 
or managed in the study. For instance, the manuscript does not elaborate on how the 
models' performance was validated or how hyperparameter tuning was optimized to avoid 
overfitting. More detailed insights into these aspects would enhance the credibility of the 
findings. 
 
Comparison Figures Lack Detail: Figures 5 and 6, which compare the performance metrics 
of different methodologies, are referenced but not discussed in detail. The discussion 
would benefit from a deeper analysis of these figures, including how they illustrate the 
strengths and weaknesses of each approach and any notable trends or anomalies.  



 
Absence of Practical Implications: The discussion focuses heavily on technical 
performance metrics but does not address the practical implications of the findings. For 
example, how do these results translate into practical benefits for identifying myocardial 
infarction complications? Including a discussion on the practical relevance of the results 
would provide a more comprehensive understanding of the study's impact. 
 
No Mention of Limitations: The Results and Discussion sections do not address any 
limitations of the study. A discussion of potential limitations, such as data quality, model 
assumptions, or the generalizability of the findings, is crucial for providing a balanced view 
of the results and guiding future research directions. 
 
CONCLUSIONS - Provide comments and recommendations for conclusions.:  
Overemphasis on Perfect Metrics: The conclusion highlights that SVM achieved perfect 
accuracy, precision, sensitivity, F1 score, and AUC of 1.00, and Xgboost achieved high 
performance metrics. However, it does not address the potential issue of overfitting or the 
robustness of these metrics. Perfect scores are unusual in practical scenarios and may 
suggest overfitting or data leakage, which should be acknowledged and addressed to avoid 
misleading conclusions. 
 
Insufficient Analysis of KNN Imputation Results: The conclusion notes that KNN Imputation 
yields identical outcomes to Iterative Imputation in SVM but does not provide sufficient 
analysis or context. It is essential to explain why KNN Imputation performs similarly and 
whether it has any advantages or disadvantages compared to Iterative Imputation. Without 
this analysis, the conclusion may appear incomplete and lacking in critical insight. 
 
Generalization of Findings: The conclusion generalizes the effectiveness of Iterative 
Imputation and its application across different algorithms without acknowledging the 
limitations or potential variability in other contexts. It should address how these findings 
might be specific to the dataset used and the implications for generalizability to other 
datasets or domains. 
 
Lack of Discussion on Random Forest's Poor Performance: The conclusion briefly 
mentions that Random Forest had poor classification results due to class imbalance 
leading to overfitting but does not delve into the underlying reasons or propose specific 
solutions beyond class balancing techniques. A more detailed exploration of why Random 
Forest underperformed and how it can be effectively improved would provide a more 
comprehensive conclusion. 
 
Absence of Practical Recommendations: While the conclusion suggests incorporating 
class balancing techniques like SMOTE in future studies, it does not provide practical 
recommendations on how these techniques should be implemented or integrated with 
existing methods. Detailed guidance on applying these techniques would enhance the 
conclusion's applicability and usefulness for future research. 



 
No Discussion of Limitations: The conclusion fails to address any limitations of the study, 
such as dataset constraints, methodological limitations, or assumptions made during the 
analysis. Including a discussion on the study's limitations would provide a more balanced 
view and help guide future research directions. 
 
Future Research Directions Are Limited: Although the conclusion suggests the use of class 
balancing techniques, it lacks a broader perspective on other potential future research 
directions. For example, exploring other imputation methods, comparing different 
algorithms, or investigating the impact of feature selection on performance could provide a 
more comprehensive outlook on future work. 
 
No Mention of Implications for Clinical Practice: The conclusion focuses on technical 
performance but does not address the practical implications for clinical practice or real-
world applications. Discussing how the findings can impact myocardial infarction 
diagnostics or treatment would make the conclusions more relevant and impactful. 
 
REFERENCES - Provide comments and recommendations for reference.:  
- 
 
DECISION RECOMMENDATION - Choose the decision recommendations.:  
Major Revision 
 
GENERAL COMMENT - Provide overall comments and recommendations of the paper. Give 
feedback for the paper's structure, conformity to the template, clarity, grammatical 
construction, etc.:  
The maximum number of keywords permitted is five. 
 
------------------------------------------------------ 
 
------------------------------------------------------ 
Reviewer C: 
 
TITLE AND ABSTRACT - Provide comments and recommendations for the title and 
abstract.:  
- The abstract is not representative of the content and contributions of the paper. The 
abstract does not seem to convey the rigor of research properly. 
- The abstract should contain Objectives, Contributions, Methods/Analysis, Results, 
Findings, and Novelty /Improvement. 
- Abstract must have 150-250 words that consist of 1-2 sentences about the Introduction, 
problem, and solution; 1-2 sentences about the research contribution (write the research 
contribution is…); 2-3 sentences about the method; 4-5 sentences about the result; and 1-
2 sentences about conclusions. 
 



INTRODUCTION - Provide comments and recommendations about the state of the art, 
novelty, and contribution of the research.:  
- The research contributions of the paper should be articulated more clearly.  
- Aside from the aim stated in the title, the research gap and the goals of the research are 
not specified, which leads to the reader missing the significance of the research. 
- The introduction is poorly written and it does not properly refer to previously published 
studies. The authors need to carefully review the published literature, identify the gaps in 
the literature, and propose their approach to fill the gap. 
- The introduction section must contain the research problem, solution, state of the art, 
novelty, literature review from previous research, and research contribution (the most 
important). 
- Write the research contribution in the last part of the Introduction, such as “The research 
contribution is….” At least there are two research contributions. 
 
METHOD - Provide comments and recommendations for the method.:  
- Commonly, there are research flow, research diagrams, system block diagrams, control 
system block diagrams, hardware diagrams, pseudocode, or flowcharts in the method 
section. 
- The figure must be clear, detailed, not blurry, easy to read and provide proper information. 
- A flowchart should be added to the article to show the research methodology. 
- Much more explanations and interpretations must be added to the method, which is not 
enough at all. 
 
RESULTS AND DISCUSSION - Provide comments and recommendations for the research 
results and discussion.:  
- In the results section, provide a comparison to a similar method from previous works 
(including citation) to enhance research contributions (compare the result with previous 
research). 
- All figures and tables must be clear, detailed, not blurry, and easy to read. Each figure and 
table must be given a comprehensive explanation in at least one paragraph of analysis 
(crucial). 
- The discussion section needs to be described scientifically. Kindly frame it along the 
following lines: 
i. Main findings of the present study 
ii. Comparison with other studies 
iii. Implication and explanation of findings 
iv. Strengths and limitations 
- It is suggested to compare the results of the present study with previous studies and 
analyze their results completely. 
 
CONCLUSIONS - Provide comments and recommendations for conclusions.:  
- Add future work so that it can motivate other researchers to continue the research.  
- Update the conclusion to include the newly formulated theoretical contributions; 
- Mention the limitations of the study and prospects for future research; 



- Summarize the key results in a compact form and re-emphasize their significance; 
- Summarize how the article contributes to new knowledge in the domain.  
 
REFERENCES - Provide comments and recommendations for reference.:  
- The minimal number of references is 50 from Science Direct, IEEE Xplore, Springer Link, 
MDPI Scilit, or Scopus databases. Cited references must be taken from the journal. Each 
should have a Digital Object Identifier (DOI) or permanent link. The references were 
published in the last five years. 
- The references must use the IEEE Style. 
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- However, in its present form, the manuscript contains several weaknesses. Appropriate 
revisions to all of the points should be undertaken to justify recommendations for 
publication. 
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 Complications from Myocardial Infarction (MI) represent a critical medical 
emergency caused by the blockage of blood flow to the heart muscle, 
primarily due to a blood clot in a coronary artery narrowed by atherosclerotic 
plaque. Diagnosing MI involves physical examination, electrocardiogram 
(ECG) evaluation, blood sample analysis for specific heart enzyme levels, 
and imaging techniques such as coronary angiography. Proactively predicting 
acute myocardial complications can mitigate adverse outcomes, and this 
study focuses on early prediction using classification methods. Machine 
learning algorithms such as Support Vector Machine (SVM), Random Forest, 
and XGBoost were employed to classify patient medical records accurately. 
Techniques like K-Nearest Neighbors (KNN) imputation, Iterative 
imputation, and Miss Forest were used to handle incomplete datasets, 
preserving vital information. Hyperparameter optimization, crucial for model 
performance, was performed using Bayesian Optimization, which minimizes 
the objective function by modeling past evaluations. The contribution to this 
study is to see how much influence data imputation has on classification using 
machine learning methods on missing data and to see how much influence 
the optimization method has when performing hyperparameter tuning. 
Results demonstrated that the Iterative Imputation method yielded excellent 
performance with SVM and XGBoost algorithms. SVM achieved 100% 
accuracy, precision, sensitivity, F1 score, and AUC. XGBoost reached 99.4% 
accuracy, 100% precision, 79.6% sensitivity, an F1 score of 88.7%, and an 
AUC of 0.898. KNN Imputation with SVM showed results similar to Iterative 
Imputation with SVM, while Random Forest exhibited poor classification 
outcomes due to data imbalance, causing overfitting. 
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1. INTRODUCTION  

Complications from Myocardial Infarction (MI) constitute a critical medical emergency precipitated by 
the obstruction of blood flow to the heart muscle[1]. This blockage occurs when coronary arteries, responsible 
for supplying blood to the heart, become suddenly blocked, primarily due to a blood clot within an artery 
narrowed by the accumulation of atherosclerotic plaque[2]. Consequently, the segment of the heart muscle 
deprived of adequate blood supply begins to experience cellular death due to the lack of oxygen and essential 
nutrients[3]. Classic symptoms of MI complications include intense chest discomfort, difficulty in breathing, 
nausea, and vomiting[4]. Diagnosis involves a comprehensive evaluation, including physical examination, 
electrocardiogram (ECG) assessment, blood sample analysis for specific heart enzymes, and often imaging 
techniques such as coronary angiography[5]. Prompt therapeutic interventions are crucial to mitigate 
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irreversible cardiac injury and improve patient prognosis. These interventions may include thrombolytic agents 
to dissolve the clot, coronary procedures like angioplasty or coronary artery bypass graft surgery, and long-
term therapeutic regimens to prevent recurrent MI incidents. Proactive anticipation of acute myocardial 
complications can significantly improve outcomes. Early prediction can be achieved using classification 
techniques, which involve organizing data into distinct classes based on identifiable characteristics. 
Classification is a vital tool across various domains, structuring information coherently and enabling thorough 
analysis. This can be executed manually or through automated means using computational algorithms, 
particularly for large and complex datasets.[6]. 

One method of averting acute complications related to myocardial health is through the proactive 
anticipation of such occurrences. Anticipating these complications can be achieved by engaging in early 
predictive measures. Early prediction, as a fundamental approach, entails the application of classification 
techniques[7], [8]. Classification, a pivotal procedure, involves the systematic categorization of objects or data 
into distinct classes or groups based on identifiable characteristics or specific attributes. Across diverse 
domains, the practice of classification serves as a vital tool for the purpose of structuring information in a 
coherent manner, facilitating comprehension and enabling thorough analysis[9]. The process of classification 
can be executed through manual intervention by human operators or through automated means utilizing 
computational algorithms, particularly in scenarios involving voluminous datasets characterized by intricate 
complexities. Algorithms that are frequently utilized in the process of making predictions fall under the realm 
of Machine Learning, a subset of artificial intelligence that focuses on developing systems and algorithms that 
can learn and improve from experience without being explicitly programmed[10]. These algorithms are 
designed to analyze data, recognize patterns, and make intelligent decisions or predictions based on the 
information provided, thus enabling machines to perform tasks or make decisions that would typically require 
human intervention or intelligence. Machine Learning is a common set of algorithms frequently employed in 
the process of classification[11]. 

Machine Learning (ML), a subset of artificial intelligence, focuses on developing algorithms that enable 
computers to learn from data, recognize patterns, and make intelligent decisions. Unlike traditional 
programming methods, machine learning involves the training of computers through datasets, enabling them 
to identify patterns and autonomously reach decisions. The field of machine learning is in a state of continuous 
development, playing a vital role in addressing intricate challenges and enhancing productivity across different 
industries. Its significance is steadily increasing as it proves to be instrumental in tackling complex problems 
and streamlining operations in various sectors of the economy. Support Vector Machine[12], [13], Random 
Forest[7], [14], and Extreme Gradient Boosting (Xgboost)[15], [16] are frequently employed Machine 
Learning techniques for making classifications. 

Support Vector Machine (SVM), Random Forest, and XGBoost are machine learning algorithms utilized 
to ensure the accuracy of predictive outcomes derived from patient medical records for classification purposes. 
SVM functions as a supervised learning model that scrutinizes data for classification and regression analysis, 
recognized for its efficacy in high-dimensional spaces and robust performance in achieving clear margin 
separation[17], [18]. Random Forest, on the other hand, operates as an ensemble learning technique that 
generates multiple decision trees during training and outputs the mode of the classes for classification tasks, 
providing high accuracy and resistance against overfitting[14], [19]. XGBoost, also known as Extreme 
Gradient Boosting, stands as an optimized distributed gradient boosting library formulated for efficiency, 
flexibility, and portability, renowned for its superior speed and effectiveness in classification and regression 
tasks[20]. By employing the Gradient Boosted Decision Tree (GBDT) algorithm framework, XGBoost 
improves the handling of missing values and provides enhanced regularization techniques to avoid overfitting, 
making it very effective for extensive data analysis[21], [22]. 

In conjunction with selecting appropriate machine learning models, managing missing data and class 
imbalances pose significant challenges in building robust predictive models. Methods for data imputation like 
K-Nearest Neighbors (KNN) imputation[23], Iterative imputation[24], [25], and Miss Forest[26] are crucial in 
managing incomplete datasets to prevent the loss of important information from missing values. KNN impute 
operates by identifying the k-nearest neighbors to a missing value and replacing it based on the mean or mode 
of these neighbors[27]. Iterative impute, also referred to as Multiple Imputation by Chained Equations (MICE), 
conducts multiple rounds of imputations, taking into account the uncertainty of missing data by generating 
various imputed datasets[28]. Miss Forest, a non-parametric imputation approach, employs random forest 
algorithms to predict and substitute missing values based on observed data[29].  

Despite the progress made in ML and data imputation methodologies, effectively managing missing data 
continues to pose challenges. Prior research has often concentrated on individual imputation techniques or 
machine learning models without incorporating advanced strategies for hyperparameter optimization[18]. 
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Additionally, the comparative efficacy of these integrated approaches in forecasting complications related to 
myocardial infarction has not been thoroughly explored. Optimizing the hyperparameters of machine learning 
models is essential for enhancing their performance[30]. Bayesian Optimization has emerged as a widely 
utilized method for tuning machine learning hyperparameters, constructing a surrogate model based on past 
evaluation outcomes of the target to determine the value that minimizes the objective function[31]. Particularly 
advantageous for problems with costly (high duration), non-differentiable, or complex function evaluations, 
Bayesian optimization proves to be highly effective[32], [33]. 

This study seeks to compare the effectiveness of various machine learning algorithms, including SVM, 
Random Forest, and XGBoost, in predicting myocardial infarction complications while incorporating data 
imputation techniques (KNN impute, Iterative impute, and Miss Forest). Additionally, it aims to evaluate the 
impact of hyperparameter optimization using Bayesian Optimization on predictive accuracy. The integration 
of these advanced techniques is expected to enhance early detection and management of myocardial infarction 
complications, thus improving patient outcomes and addressing the gaps in existing literature on predictive 
approaches. The contribution to this study is to see how much influence data imputation has on classification 
using machine learning methods on missing data and to see how much influence the optimization method has 
when performing hyperparameter tuning. 

 
2. METHODS  

This research process requires evaluating the efficacy of three machine learning algorithms: Support 
Vector Machine (SVM), Random Forest (RF), and XGBoost, each utilizing three distinct data imputation 
methods, specifically K-Nearest Neighbors (KNN) imputation, Iterative imputation (MICE), and Miss Forest 
imputation. All the models undergo assessment with hyperparameter adjustment through Bayesian 
Optimization. This study is split into five successive stages, involving data collection using a dataset on MI 
complications, data partitioning using k-fold cross-validation, model training, and evaluation of assessment 
results. The research progression undertaken in this investigation is illustrated in Fig. 1.  

 

 
Fig. 1. Research Flowchart 
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2.1. Data Collection 
The dataset analyzed in this research comprises 1700 instances containing 111 attributes related to the 

medical histories of patients. These attributes cover demographic details, medical background, results of 
diagnostic tests, and clinical observations during different phases of hospital stay, including admission, first 
day, second day, and third day. Additionally, the dataset contains annotations for various potential 
complications of myocardial infarction (MI) like atrial fibrillation, supraventricular tachycardia, ventricular 
tachycardia, pulmonary edema, and others. The information is obtained from 
https://archive.ics.uci.edu/dataset/579/myocardial+infarction+complications. 

 
2.2. Iterative Imputation 
Iterative Imputation is a methodology utilized for managing missing data within datasets. It involves the 

gradual replacement of missing values through the application of predictive models. This process comprises 
multiple stages that are executed iteratively until the missing values are resolved and stabilized.  

The progression of the iterative imputation approach is structured as follows[34]:  
1. Start: Load the dataset containing missing values.  
2. Initialization: Substitute the missing values with preliminary estimations such as mean, median, or mode.  
3. Iterations:  

• For each specific feature 𝑖 with missing values:  
• Segment the data into target features (feature 𝑖) and predictor features (remaining features).  
• Develop a predictive model (e.g., regression, decision tree, etc.) to forecast the value of feature 𝑖.  
• Utilize the model for predicting and replacing the missing values in the features 𝑖.  

• Assess convergence:  
• Cease if the imputed values exhibit minimal alteration (convergence).  
• Otherwise, repeat this stage.  

4. End: Generate the dataset with the replaced missing values. 

2.3. MissForest Imputation 
MissForest imputation is an approach that employs the Random Forest algorithm as a non-parametric 

technique for addressing missing values within a dataset. This method leverages the capabilities of Random 
Forest in managing intricate and interconnected data to offer precise estimations for the missing values. 
Random Forest, functioning as an ensemble learning algorithm, merges forecasts from numerous decision trees 
to enhance precision and mitigate overfitting. MissForest harnesses the potential of Random Forest to anticipate 
missing values by considering the available dataset values[29]. 

Similar to iterative imputation, MissForest operates in an iterative manner. During each cycle, the 
Random Forest model is trained using other features in the dataset to predict the missing values. Through the 
utilization of MissForest imputation, more accurate estimations can be used to replace missing values in the 
dataset, thereby enabling a more dependable subsequent analysis and modeling process. 

The progression of the MissForest imputation approach is structured as follows[26]:  
1. Firstly, the identification of missing values involves determining their location and quantity within the 

dataset.  
2. Subsequently, missing values are filled with initial estimates (such as mean, median, or mode) to initiate 

the iterative process.  
3. The iterative process entails the segmentation of data into target features (specific feature with missing 

values) and predictor features (other features), followed by training a Random Forest model to forecast 
the value of the target feature based on the other features. The model is then employed to predict and fill 
the missing values in the target feature. The convergence is evaluated by assessing the magnitude of 
change in the imputed values; if minimal (indicating convergence), the process is halted, otherwise, it is 
repeated.  

4. Ultimately, the final imputed outcomes from the iteration are utilized to substitute the missing values in 
the dataset. 

2.4. KNN Imputation 
K-Nearest Neighbors (KNN) imputation is a technique employed to address the absence of data values 

within a dataset by leveraging the principles of KNN. This approach involves replacing the missing values with 
the average (or mode for categorical variables) of the closest neighbors in the feature space. KNN, a non-
parametric algorithm commonly utilized for both classification and regression tasks, is utilized in imputation 
to identify a set of 𝑘 neighboring data points that lack missing values in order to infer and substitute the missing 
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values. In this process, KNN employs a distance metric (such as Euclidean, Manhattan, or Minkowski) to locate 
the nearest neighbors of data points with missing values. Subsequently, the missing values are imputed with 
the average (for numerical data) or mode (for categorical data) of these identified nearest neighbors.  

Through the application of KNN imputation, the gaps in the dataset can be filled in a manner that 
leverages the localized similarities between data points, leading to more dependable estimates that align with 
the prevailing data patterns[23]. 

The equation of KNN imputation can be seen in (1). 
 

 𝑑!,# =
∑ 𝑤$𝛿!,#,$
%
$&'

∑ 𝑤$
%
$&'

	 (1) 

 
This research employs KNN imputation utilizing distance weighting parameters, which have the 

capability to manage binary, categorical, ordered, continuous, and semi-continuous distance variables. The 
calculation of the distance between two values involves a weighted mean of the contribution of each variable, 
with the weights intended to reflect the significance of the respective variable. 

2.5. Support Vector Machine (SVM) 
A Support Vector Machine (SVM) is a machine learning technique employed to categorize a given set of 

training data along with associated labels. The optimal decision boundary is characterized by having the 
greatest distance and margin between the two data classes. SVM identifies the most suitable hyperplane for 
data segregation[18], [35]. 

 
Fig. 2. SVM Model Generation[13] 

 
Based on Fig. 2, to effectively divide the data into two distinct linear classes, SVM seeks out the ideal 

hyperplane by enhancing the separation or margin between the hyperplane and the nearest data points from 
each class[13], [36]. 

In this particular investigation, SVM utilized a "kernel" setting of Polynomial with a regulatory parameter 
denoted as "C" set to 1. The subsequent equation outlines the SVM classification as well as the parameters 
relevant to the polynomial function. The equation of SVM kernel can be seen in (2). 
 

 𝐾(𝑥! , 𝑥#) 	= 	 (𝑥! , 𝑥# 	+ 	𝑐)(	 (2) 

 
Here, the regulatory parameter is designated as c, while d signifies the polynomial degree, and K(xi, xj ) 

corresponds to the kernel function. 
 
2.6. Random Forest 
The Random Forest algorithm is based on the concept of decision-making driven by a sequence of 

decisions structured in a decision tree format. Several decision trees are developed within the Random Forest 
structure, with each tree producing its own predictive outcomes. Eventually, the predictive class that receives 
the highest number of votes is selected as the ultimate prediction. A deeper comprehension of the Random 
Forest's framework can be attained by analyzing its structure. The architecture of Random Forest can be seen 
in Fig. 3 [11], [37]. 
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Fig. 3. Random Forest Model Architecture[38] 

 
Two techniques, namely bagging and random subspace, can be utilized for the construction of a Random 

Forest model. The subsequent section will elaborate on the steps involved in developing a Random Forest 
model in the field[39], [40]: 
1. Utilizing the bootstrapping method to perform random resampling is a strategy that involves employing 

a sample size identical to that of the training data.  
2. The random subspace technique entails selecting K attributes from a set of M attributes, where K is a 

value less than M, typically corresponding to the square root of M.  
3. The development of a decision tree involves using bootstrap samples and previously selected attributes.  
4. To attain the desired outcome, it is essential to repeat steps 1 to 3 multiple times in order to shape the tree 

accordingly. The quantity of trees within the Random Forest model is determined by assessing the out-
of-bag error rate (OOB). 

2.7. Extreme Gradient Boosting (Xgboost) 
The XGBoost principle entails the development of an ensemble-based algorithm that amalgamates 

ensemble learning and decision trees[41]. When employing the XGBoost method, the concept of ensemble 
learning plays a crucial role in influencing the training process for the subsequent generation of trees. This 
influence is manifested in the addition of the residual outcome from the previous training process as a new 
threshold for the creation of a new tree. Such a process serves to diminish the likelihood of overfitting that may 
arise from the generation of new trees. Upon reaching the maximum number of iterations, the final output value 
is designated as the ultimate result. The architecture of XGBoost is visually depicted in Fig. 4, showcasing its 
underlying structure and components[42], [43]. 

 
Fig. 4. Extreme Gradient Boosting Model Architecture[44] 
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A XGBoost model can be created through the process of forming trees and executing an ensemble 

learning method. The steps involved in developing a XGBoost model include the following[38], [44]: 
1. The initialization phase begins by making a prediction for the 0-th tree, which is set to be equal to 0. This 

initial prediction sets the foundation for the subsequent steps in the model development process. 
2. Next, the Splitting Mode is determined by the algorithm, which involves the calculation and traversal of 

all leaf node gain values until the maximum gain score relative to the root node is obtained. This step is 
crucial for identifying the optimal splitting points within the tree structure. 

3. Following the determination of the Splitting Mode, the current binary leaf node set is established by 
continuing the calculation process until the gain score becomes negative or another stopping condition is 
met. This iterative process helps in refining the structure of the tree for better predictive accuracy. 

4. Subsequently, the predicted value of the entire leaf node is calculated based on the information gathered 
from the previous steps. This predicted value serves as the basis for making decisions on how to further 
optimize the model for better performance. 

5. A new tree is then established using the latest prediction result as the threshold, with the condition that 
the value is greater than the threshold. This process is repeated iteratively until the maximum number of 
trees specified for the model is reached, ensuring a comprehensive ensemble of trees is created. 

6. Finally, the ultimate result of the XGBoost model is determined by calculating the output values of the 
latest node in the ensemble. This final step brings together the individual predictions of each tree to 
generate a collective output that represents the overall predictive power of the model. 

2.8. Bayesian Optimization 
Bayesian Optimization is a method for optimizing objective functions that are unknown and costly to 

evaluate, based on a probabilistic model. This technique is particularly valuable for tackling optimization 
challenges where direct assessment of the objective function is time-consuming or expensive, such as 
hyperparameter tuning in machine learning. 

Bayesian Optimization involves several key steps[45]:  
1. Prior Model: A probabilistic prior model, typically a Gaussian Process (GP), is established to represent 

the objective function. The GP is favored for its adaptability in capturing intricate functions and its ability 
to offer predictive uncertainty.  

2. Observation Data: Begin with a small set of initial observation data, including appropriate inputs and 
outputs. The objective function is assessed at randomly chosen starting points or based on prior 
knowledge.  

3. Construct Surrogate Model: Develop a surrogate model using the available observational data. This model 
aims to mimic the true objective function and provides a probabilistic approximation of the output.  

4. Acquisition Function: Define an acquisition function that utilizes the surrogate model to identify the next 
point for evaluation. The acquisition function is crafted to balance exploration (exploring less-known 
regions) and exploitation (exploring areas expected to yield optimal outcomes). 

5. Acquisition Function Optimisation: optimizing the acquisition function to determine the next input point 
for evaluation.  

6. Evaluation and Update: Assessing the objective function at the new input point, updating the observation 
dataset with the new data.  

7. Iteration: Iterating through the process from model construction to evaluation and update until a 
predefined stopping criterion is met, such as a maximum number of iterations or convergence. 

2.9. Performance Metrics 
In machine learning, the assessment of the combined model's classification performance is typically 

achieved by employing confusion matrices. These matrices offer a more effective means of displaying 
outcomes in classification problems, offering insights into both actual and predicted classification results.  

Terms such as False Negative (FN), False Positive (FP), True Negative (TN), and True Positive (TP) are 
commonly utilized within the context of confusion matrices. True Positive (TP)is the test predicts "positive," 
and the result is actually positive. True Negative (TN) is the test predicts "negative," and the result is actually 
negative. False Positive (FP) is the test predicts "positive," but the result is actually negative. False Negative 
(FN) is the test predicts "negative," but the result is actually positive[46]. The terms are defined in Table 1. 
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Table 1. Confusion Matrix[47] 

Actual Class Predicted Class 
True False 

True True Positive (TP) False Negative (FN) 
False False Positive (FP) True Negative (TN) 

 
The evaluation matrix under consideration incorporates these confusion matrix parameters to assess each 

parameter's performance[48]. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁	
(3) 

 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁	
(4) 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃	
(5) 

 

 𝐹1 =
2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙 	 (6) 

   

Utilizing a mathematical formula that combines the curves, the Area Under the Curve (AUC) may be 
construed as the likelihood that the classification model will accurately differentiate between positive and 
negative instances. The method of categorization suggests that if chosen randomly, positive instances will yield 
higher rankings than negative ones. Consequently, an increased AUC signifies an enhanced capability of the 
classification model in effectively distinguishing between positive and negative categories. The primary 
objective in crafting an efficient classification model is to maximize the AUC value[49]. 

The AUC metric spans from 0 to 1, where a higher AUC denotes superior model performance. AUC can 
be modeled mathematically in (7). 
 

 𝐴𝑈𝐶 = H
𝑇𝑃

𝑇𝑃 + 𝐹𝑁I𝑥 H
𝑇𝑁

𝑇𝑁 + 𝐹𝑃I
2 	 (7) 

 
Moreover, the AUC value's interpretation reflects the model's competence in distinguishing between 

positive and negative categories. Furthermore, AUC serves as a valuable instrument for model selection and 
comparison, enabling practitioners to assess the relative efficacy of different classifiers. The classification 
quality assessment based on the AUC value is illustrated in Table 2[50]. 

 
Table 2. Categories of results from classification based on AUC values[50] 

AUC Values Category 
0.90 – 1.00 Excellent 
0.80 – 0.90 Good 
0.70 – 0.80 Fair 
0.60 – 0.70 Poor 
0.50 – 0.60 Failure 

 
3. RESULTS AND DISCUSSION  

The results section provides a detailed analysis of the performance of the SVM, Random Forest, and 
XGBoost classification algorithms, each coupled with different data imputation methods (KNN, Iterative, and 
MissForest) and hyperparameter optimization via Bayesian Optimization. The metrics used for evaluation 
include accuracy, precision, sensitivity, F1-score, and AUC of the ROC curve. The analysis is conducted using 
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k-fold cross-validation with k-values of 2 and 3. The evaluation aims to compare the performance of machine 
learning algorithms and gauge the impact of data imputation. In this study, k-fold cross validation is employed 
for splitting the data due to imbalanced data classes[51]. 

 
3.1. Testing Results with K-Fold value 2 
This part presents the empirical results derived from the machine learning classification model utilizing 

a k-fold value of 2. 
 

Table 3. Classification Result using K-Fold value 2 

Model Imputation 
Method 

Peformance Metrics 
AUC F1 Accuracy Sensitivity Precision 

SVM 
Iterative 0.589 0.25 0.965 0.188 0.375 
MissForest 0.500 0.00 0.969 0.000 nan 
KNN 0.530 0.111 0.969 0.062 0.500 

Random Forest 
Iterative 0.500 0.00 0.969 0.000 nan 
MissForest 0.500 0.00 0.969 0.000 nan 
KNN 0.500 0.00 0.969 0.000 nan 

Xgboost 
Iterative 0.500 0.00 0.969 0.000 nan 
MissForest 0.531 0.118 0.971 0.062 1,000 
KNN 0.531 0.118 0.971 0.062 1,000 

 
Based on Table 1, evaluation of the machine learning classification model using a k-fold value of 2 

indicates a high level of accuracy. The model's accuracy rate of 97.1% demonstrates its capability in effectively 
categorizing the data. Nonetheless, the outcomes of additional performance metrics reveal a subpar level of 
performance. Within the SVM method utilizing iterative imputation, the AUC result reached its peak at 0.589. 
Subsequently, a further test will be carried out employing a k-fold value of 3. A comparison of performance 
metrics for all strategies utilized is presented in Fig. 5. 

 
Fig. 5. Comparision of Machine Learning Methods using K-Fold Value 2 

3.2. Testing Results with K-Fold value 3 
This part presents the empirical results derived from the machine learning classification model utilizing 

a k-fold value of 3. 
Table 4. Classification Result using K-Fold value 3 

Model Imputation 
Method 

Peformance Metrics 
AUC F1 Accuracy Sensitivity Precision 

SVM 
Iterative 1.000 1.000 1.000 1.000 1.000 
MissForest 0.712 0.568 0.979 0.426 0.852 
KNN 1.000 1.000 1.000 1.000 1.000 

Random Forest 
Iterative 0.500 0.000 0.968 0.000 nan 
MissForest 0.500 0.000 0.968 0.000 nan 
KNN 0.500 0.000 0.968 0.000 nan 
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Xgboost 
Iterative 0.898 0.887 0.994 0.796 1.000 
MissForest 0.750 0.667 0.984 0.500 1.000 
KNN 0.722 0.615 0.982 0.444 1.000 

 
Based on Table 4, the results significantly improved with a k-fold value of 3, particularly for the SVM 

and XGBoost models. This improvement highlights the importance of choosing an appropriate value for k in 
cross-validation to obtain a more reliable performance assessment. Within the SVM approach, all performance 
metrics demonstrated optimal outcomes when employing Iterative and KNN imputation techniques. The 
Xgboost method also exhibited favorable results, achieving a maximum accuracy of 99.4% and an AUC of 
0.898, placing it within the good range. The Random Forest algorithm consistently performed poorly, with an 
AUC of 0.5 across different imputation methods and k-values. This suggests that Random Forest may not be 
suitable for this particular task, or it might require further tuning or preprocessing adjustments. Iterative and 
KNN imputation methods yielded superior results compared to MissForest, especially when paired with the 
SVM and XGBoost algorithms. This indicates that these imputation methods may be better suited for this 
specific dataset. A comparison of performance metrics for all strategies utilized is presented in Fig. 6. 

 

 
Fig. 6. Comparision of Machine Learning Methods using K-Fold Value 3 

3.3. Discussion 
The assessment findings indicate that the utilization of imputation techniques proved to be effective in 

yielding satisfactory outcomes for the SVM and Xgboost algorithms. In the SVM algorithm, exemplary results 
were achieved in terms of accuracy, precision, sensitivity, and F1 scores of 100%, along with an AUC of 1.00, 
when employing the iterative and knn imputation techniques with a k-fold of 3. These outcomes demonstrated 
an enhancement compared to a k-fold of 2. Conversely, in the Xgboost algorithm, optimal outcomes were 
observed with the iterative imputation technique, showcasing an accuracy of 99.4%, precision of 100%, 
sensitivity of 79.6%, F1 score of 88.7%, and an AUC of 0.898. The results suggest that Xgboost can yield 
favorable outcomes when utilizing a k-fold value of 3, overcoming overfitting issues associated with 
imbalanced data. Nevertheless, the outcomes for Random Forest were found to be unsatisfactory, as indicated 
by an AUC value of 0.5, signifying its failure in addressing overfitting concerns within the dataset. 

Upon comparing the various methodologies applied, it is evident that the Iterative Imputation Method 
stands out as the most effective approach for handling missing data concerns. Conversely, Random Forest 
exhibited subpar results due to its AUC value of 0.5, despite achieving high accuracy levels. These results 
imply that the prevalence of the majority class significantly influences the high accuracy rates through correct 
classification. The perfect scores (100%) observed in the SVM with iterative and KNN imputation for k=3 
might indicate overfitting. It would be beneficial to investigate this further by using additional evaluation 

Commented [TS7]: Additional explanation regarding the 
results of the 3-fold k-value test 

Commented [TS8]: Explanation of the analysis results 
obtained using the Random Forest method 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 11 
  Vol. 8, No. 2, June 2022, pp. xx-xx 
 

 
The Effectiveness of Data Imputations on Myocardial Infarction Complication Classification Using Machine Learning 

Approach with Hyperparameter Tuning (Muhammad Itqan Mazdadi) 
 

metrics or validation techniques. Moving forward, additional research is warranted to explore the 
implementation of data balancing techniques, intended to equalize the representation of minority class data 
with that of the majority class. Implement techniques such as SMOTE (Synthetic Minority Over-sampling 
Technique)[51] or ADASYN (Adaptive Synthetic Sampling)[52], [53] to balance the dataset before training 
the models. This can help improve the model's performance on minority classes and provide a more accurate 
evaluation of its efficacy. While Bayesian Optimization was used for hyperparameter tuning, further 
exploration with other optimization techniques such as Grid Search[54] or Random Search[55] might uncover 
better hyperparameter configurations. 

 
4. CONCLUSION 

According to the findings presented earlier, the Iterative Imputation technique demonstrates superior 
performance in SVM and Xgboost algorithms for classification tasks. SVM achieves perfect accuracy, 
precision, sensitivity, F1 test score of 100%, and AUC of 1.00. XGBoost accomplishes 99.4% accuracy, 100% 
precision, 79.6% sensitivity, F1 score of 88.7%, and AUC of 0.898. Similarly, KNN Imputation in SVM yields 
identical outcomes to Iterative Imputation in SVM. However, poor classification results are observed with 
Random Forest due to data class imbalance leading to overfitting. 

In forthcoming studies, it is imperative to incorporate class balancing techniques like SMOTE and 
ADASYN in order to enhance the efficacy of the Random Forest algorithm and to support imputation 
approaches such as MissForest and KNN Imputation. The utilization of class balancing methods is anticipated 
to address the issue of overfitting during the classification process. While Bayesian Optimization was used for 
hyperparameter tuning, further exploration with other optimization techniques such as Grid Search or Random 
Search might uncover better hyperparameter configurations. 
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