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ABSTRACT

Continuous heavy rains, such as in 2021, can cause flood emergencies in various areas of Banjarbaru. Therefore,
classification modeling is needed to predict rainfall a.:‘.es based on climate parameters. The problem faced in the
classification case is the unbalanced class distribution. Class imbalance occurs when the minority class is much smaller
than the majority class. This research aims to compare three resampling technigues, namely Random Undersampling,
Random Oversampling, and SMOTE, in handling imbalanced rainfall data in Barham using the Decision Tree model.
The comparison methods used were sensitivity , specificity, and G-Mean values. The research results show that the best
maodel is the Decision tree model with the Random Undersampling technique because it provides the highest G-Mean
value and sensitivity and specificity values above 70%. Based on this model, the variables that can separate the Rainy
and Cloudy classes are Minimum temperature, Maximum temperature, and Sunshine duration, with the best separator
being Maximum Temperature.
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1. INTRODUCTION

Banjarbaru has been the capital and center of government of South Kalimantan Province since March
16,2022, With this new status, various activities ranging from government, education, economics , plantations,
and development are focused on this city. Bad climate changes can affect various activities in Banjarbaru City.
Moreover, continuous heavy rains, such as in 2021, have caused flood emergencies in various areas of
Banjarbaru, disrupting the activities of the entire community.

Climate change can be seen in changes in indicators of atmospheric conditions, one of which is
rainfall. Rainfall is the cause that most influences the emergence of natural disasters such as floods and
landslides [1]. Several factors influencing rainfall include minimum temperature, maximum temperature,
average humidity, exposure time, and wind speed [2].

This research categorizes l'ilil]il‘]l() two classes, namely Rainy and Cloudy. Therefore, this case is
included in classification case [3]. One of the problems faced in classification cases is unbalanced class
distribution. Class imbalance occurs when thcainority class is much smaller than the majority class [4].

Building a classification B)del using imbalanced data will result in low minority prediction accuracy.
The majority class information dominates the minority class, causing biased decision boundaries in the
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classification system [5]. Handling class imbalance in this research is divided into three resampling methods.
The first is the Random Undersampling technique, which produces random subsamples from observations from
the majority class to have comparable proportions to the minority class [6]. The second technig uRamd()m
Oversampling, namely increasing the minority class sample until it has a pl‘(ﬂrti{)n comparable to the majority
class by randomly duplicating the minority class sample [7]. The three Synthetic Minority Oversampling
Technique (SMOTE) techniques, if the oversampling method has the princae of increasing observations
randomly, then the SMOTE method proposed by [8] increases the amount of minority class data so that it is
equal to the majority class by generating artificial data. The artificial data is created based on k-nearest
neighbors.

In this research, the classification modeling used is a Decision Tree. The classification modeling used
is a Decision Tl’ formed in three stages. The first stage involves selecting and separating variables, with each
split depending only on the value of one independent variable. The second stage is the devel()p&nt of the tree
by searching for all possible separators to provide the highest heterogeneity reduction value. The third stage
labels each terminal node based on the rule of the most significant number of class members [9].

Several studies that use the Decision model to classify rainfall data include rainfall estimates in
Central Java and East Java using the C4.5 algorithm with an accuracy of 89.4% [10]. Then research by [11] to
model flood-prone areas in Karawang Regency, West Java used the C4.5 algorithm with an accuracy of
84.385%. Furthermore, research by [12] to estimate the potential for rainfall to impact regional flooding used
the C4.5 algorithm with an accuracy of 83.33%. The difference between previous research and this research is
the addition of resampling techniques before modeling. Based on the previous description, this research aims
to compare three resampling techniques, namely Random Undersampling, Random Oversampling, and
SMOTE in handling imbalanced rainfall data in Banjarbaru using the Decision Tree model. Apart from that,
we will see what predictor variables can separate the Rainy and Cloudy classes based on the model that gives
the highest G-Mean value.

2. RESEARCH METHOD
2.1. Data Source

This quantitative study uses daily data from the online data website, the database center of the
Meteorology, Climatology and Geophysics Agency (BMKG) from January 2021 to May 2023 [13]. This data
includes rainfall, and the independent variables are Minimum Temperam, Maximum Temperature, Average
Humidity, Sunshine Duration, and Wind Speed. Information regarding the data used is in Table 1.

Table 1. Data Description

Variable Unit
Minimum temperature (X1) °C
Maximum temperature (X2) 1]
Rainfall mm
Sunshine duration (X3) hour
Maximum wind speed (X4) mis
Wind direction at maximum speed (X5) °
Average wind speed (X6) m/s

2.2. Data Analysis

Data analysis in this study used R software version 4.3.2 with the following analysis stages.
1. Preprocessing rainfall data and other variables.
a. Delete empty data on each variable.
b. Delete data containing the value 8888 because this means the data is not measurable.
¢. Delete data containing the value 9999 because this means no measurements were taken on that day.
2. Classify rainfall into two classes: rainy and cloudy. If the amount of rainfall is 0 mm/day, it means it is
Sunny, whereas if it is more than 0 mm/day, it means it is Rainy [14].
3. Explore rainfall data in Banjarbaru.
a. View the distribution of rainfall using a dot plot [15].
b. Create a rainfall percentage table to show the proportion between rainy and sunny days and detect
imballiacs in the number of observations in the two classes.
4. Divide the training data and test data with a ratio of 809 training data and 20% test data.
Apply random undersampling to majority classess in the training data with a percentage of 200% [16].
6. Apply random oversampling techniques to minority classes in the training data with a percentage of 200%
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7.  Apply the SMOTE technique ahe majority class in the training data based on the five nearest neighbors
with a percentage of 200% [17].

8. Build adecision tree model from training data based on steps 5,6, and 7 [18].

9. Apply the model from step 8 to the test data.

10. Calculate sensitivity, specificity, and G-Mean values based on steps 8 and 9 [19].

11. Select the best model with the largest G-Mean value and interpret the model [20].

3.  RESULTS AND DISCUSSION

3.1. Data Overview

Descriptive analysis of rainfall data in Banjarbaru shows that there are 677 observation data, with the
average daily rainfall during the period 01 January 2021 to 31 May 2023 being 11.63 mm. The lowest rainfall
was 0 mm, and the highest rainfall was 255.3 mm. The deviation of rainfall data from the average is shown by
the standard deviation value of 20.71 mm.

SIS RS INS SL R SIS RR IR
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Rainfall (mm)

Figure 1. Distribution of Rainfall Data in Banjarbaru
The distribution shows that the rainfall in Banjarbaru is clustered from 0 mm to 20 mm, as shown in
Figure 1. One observation, 255.3 mm, has much higher rainfall than the others. Next, the rainfall data is divided

into two classes: rainy (rainfall >0 mm) and sunny (rainfall =0 mm).

Table 2. Rainfall Class Percentage

Class Frequency Percentage (%)
Sunny 160 24.8
Rainy 509 75.2
Taotal 677 100

Dividing rainfall classes is used to obtain response variables, which will later be used in classification
modeling using decision trees. Table 2 shoa that the Rainy class has a much greater number of observations
than the Sunny class. In this case, the Rainy class is also referred to as the majority class. Meanwhile, the Sunny
class 1s called a minority class.

3.2. Handling Imbalanced Classes

The disproportionate percentage between the Rainy and Sunny classes shows class imbalance in
rainfall data. Table 2 shows an imbalance in data classes: only 24 8% of observations are included in the Sunny
class. In comparison, the remaining 75.2% of observations are included in the Rainy class. This causes
problems when classification modeling is carried out, which is the low classification accuracy value for
observations with tSunny class. Handling unbalanced classes in this research is by applying resampling
techniques, namely Random Undcrsa:)ling, Random Oversampling, and SMOTE, to the training data for
minority classes. Based on Table 3, the number of observations in the minority class (Sunny) in the training
data is almost comparable to the majority class (Rainy). The next stage is to create a Decision Tree model using
training data from the three resampling techniques.

The title of the manuscript is short and clear...(First Author)
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Table 3. Percentage of Rainfall Classes with Resampling Technique in Training Data

Class Before Random Undersampling Random Oversampling SMOTE
Sunny 135 135 405 405
Rainy 408 136 408 408
Total 543 271 813 813

3.3. Decision Tree Model

Classification modeling using Decision Trees is carried out on four groups of training data: initial
training data, training data using the Random Undersampling technique, training data using the Random
Oversampling technique, and training data using the SMOTE technique. The model formed is then validated
using test data. The Sensitivity, Specificity, and G-Mean obtained in Table 4 are the values from the validation
results.

Table 4. Measurement of the Goodness of the Decision Tree Model

Resampling Technique Sensitivit Specificity G-Mean
None 05758 08812 05074
Random Undersampling 07273 0.7030 05113
Random Oversampling 0.7879 05842 04603
SMOTE 0.6970 07129 04969

Based on Table 4, Decision Tree modeling without handling data imbalances delivers the lowest
sensitivity and highest specificity values. On the other hand, Decision Tree modeling with Random
Oversampling produces the highest sensitivity values and the lowest specificity and G-Mean. However,
Decision Tree modeling with Random Undersampling gives highest G-Mean and sensitivity and specificity
values above 70%, this model is the best choice for this case.

3 4. Model Interpretation

Decision Tree modeling with Random Undersampling provides a tree diagram (Figure 2).
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Figure 2. Decision Tree Model Plot
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The tree diagram in Figure 2 provides information that the variables that can separate the Rainy and
Cloudy classes are Minimum temperature (X1), Maximum temperature (X2), and Sunshine duration (X3), with
the best separator being Maximum Temperature (X2). This is in line with research conducted by [21], which
found that temperature is one of the factors that influences rainfall. Research by [22] also provides results
where sunshine duration is one factor that influences rainfall. Based on Figure 2, the weather is at risk of rain
if:
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gaximum temperature at least 32 °C, sunshine duration at least 5.4 hours, and minimum temperature less
in 24°C

Maximum temperature at least 32 DCa]d sunshine duration less than 1.9 hours

ilximum temperature less than 31 °C and sunshine duration at least 5.9 hours

Maximum temperature at least 31 °C and less than 32 °C, sunshine duration less than 5.9 hours, and
minimum temperature at least 24 °C

Maximum temperature less than 32 °C, sunshine duration less than 5.9 hours, and minimum temperature
less than 24 °C

CONCLUSION

Classification modeling using a Decision Tree was carried out on four types of training data, with the

results that the Random Undersampling technique was the best because it had the highest G-Mean value. Based
on this model, the variables that can separate the Rainy and Cloudy classes are Minimum temperature (X1),
Maximum temperature (X2), and Sunshine duration (X3), with the best separator being Maximum Temperature
(X2).

Other machine learning models, such as Random Forest, SVM, Gradient Boosting, Stacking, etc., are

available for further research.
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