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Abstract

Land cover isan important factor in geographic analysis, ranging from physical geography studies,
approaches to sustainable planning to environmental analysis. Vegetation analysis according to the
Indonesian National Standard (SNI 7645:2014) isclassified based on density. The vegetation density
index is divided into 4, namely non-vegetation, bare, medium and high. In the technical aspect to
obtain information related to vegetation, this can be done using remote sensing. Remote sensing uses
two data to obtain information, namely satellite data and UAV data. Thisstudy used UAV data with
shooting locationsin the Liang Anggang Protection Forest in classifying land cover. The method used
was Convolutional Neural Network with feature extraction used in this study was GLCM. This
resear ch used the ShuffleNet v2 ar chitectur e on the CNN method. Thefindingsof this study used two
models, namely the CNN mode without the GLCM process and compared to the CNN model with
the addition of the GLCM process, resulting in a comparison that was quite far from the accuracy
value obtained. The CNN model obtained an accuracy value of 80%, while the CNN model with
GLCM using segmentation was 49.9% and without segmentation was 44.53%.
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. INTRODUCTION

Peatland management in Indonesia has many
challenges, due to peatland disaster, as flood and
wildfire. Wildfire caused by human action is the
biggest one. Many wildfires in Indonesia as
intentional fires as pat of resdential
developments. It is lead to change land cover.
Land cover schange as one of interna factor as
hydrological respon. From physica geography
studies to approaches to sustainable planning to
environmental analysis, land cover isan important
factor in geographic analysis, especiadly in
disaster mitigation in peatland. Environmenta
analysis needs surface vegetation-based land
cover information [1]. The entire plant of an area
that serves as a land cover is referred to as
vegetation. Vegetationisthe entire plant of an area
that serves as a land cover. According to the
Indonesian National Standard [2], vegetation
analysis is classified based on density. Non-
vegetation, bare, medium, and high vegetation
density indexes are used [2]. In addition to
determining thelevel of vegetation density on land
cover, it is important to be able to distinguish
vegetation density in the form of an image, which
makes data processing easier. N.A. Harahap
conducted research which provides an image of
the classification of vegetation density classes
based on the images shown in Figure 1.1.

@ (b) (© (d)

Figure 1. (a) Non Vegetation, (b) Bare Vegetation, (C)
Medium Vegetation, (d) High Vegetation

V egetation anaysisis one method for studying
the arrangement and composition of vegetation in
terms of plant shape (structure). In terms of
technology, remote sensing can be used to obtain
information about vegetation. Remote sensing
obtains information from two sources. satellite
data and UAV data. Previous research that used
remote sensing technology by utilizing satellite
data resulted in data accuracy ranging from 63% -
85% using various methods [1], [3]. Because
satellite data is a traditional format based on
statistical  reporting and sampling surveys,
determining vegetation density is critical [3].

Remote sensing with satellite data has been widely
used in theidentification and classification of land
cover patterns across a wide geographic coverage,
but the use of satellite data, which has a high
operating dtitude and is easlly influenced by
weather, clouds, and other externa factors, is
being reconsidered. Remote sensing technology
can quickly and precisely provide spatial
information on the earth surface. The object being
sensed, the sensor for recording the object, and the
eectronic waves emitted by the earth surface are
the three main components of remote sensing.

Remote sensing technology can quickly and
precisely provide spatial information on the earth
surface. The object being sensed, the sensor for
recording the object, and the electronic waves
emitted by the earth surface are the three main
components of remote sensing. As technology
advances, remote sensing facilities such as the
Unmanned Aerial Vehicle (UAV) become more
practical and easier to implement. The emergence
of UAV raises significant potential as a tool for
environmental and ecological analysis, such as
monitoring agricultural land, forest fires, arctic
lichen distribution, and mapping of mangrove
forests. The generation of spatiad information
based on aeria image data using drones has
enormous potential for the advancement of remote
sensing technology, such as area classification.
The benefits of using a UAV include faster and
more flexible data acquisition, results that are
more real-time, and low and light operating and
maintenance costs. Apart from the ability to fly
through clouds and produce cloud-free images, it
differs from satellite imagery, which is heavily
influenced by atmospheric conditions. UAV
imagery has a high resolution when compared to
satellite imagery, reaching a spatial resolution of
less than 1 cm, which is much more detailed than
satellite (30cm) and aircraft (10cm) imagery [1].
Optimal results that can be obtained from the use
of UAV in object classification and the
appropriate method for processing data with UAV
imagery.

Before being processed in a classification
model, image data requires feature extraction
techniques to determine certain characteristics
possessed by imagesto aid in object identification
(image anadysis) [1], [4], [5]. The resulting
features will be sdected first in the feature
extraction process to obtain features with a high



influence as a reference for the classification
process. The function of feature extraction is to
extract the necessary information from an image.
Shape, colour, and texture extraction are the three
types of feature extraction. Images with a dight
colour can benefit from feature extraction using
the Gray Level Co-occurrence Matrix (GLCM)
method, which is asecond level statistical method
that computes the frequency of pairs of pixelsin
animagethat have the same gray level and applies
the additional knowledge obtained through pixe
spatial relationships [6]. Using edge information,
the co-occurrence matrix embeds the distribution
of grayscale transitions. The majority of the
information required to calculate the threshold
value in the GLCM technique is straightforward
but efficient [7]. S. Karthikeyan and N.
Rengargjan use the GLCM algorithm with up to
95% accuracy. Previous research has compared
GLCM feature extraction to LBP, MI, CLBP,
LBGLCM, and GLRLM, with the accuracy results
proving that using feature extraction in
classification using GLCM produces better results
than using other methods. GLCM accuracy results
range from 70% to 93% [7]-[9].

Visual interpretation methods, pixel-based
digital classification methods, and object-based
classification methods are used in land cover
mapping based on remote sensing imagery. Land
cover analysisresearchers areinterested in the use
of data mining methods. Land classification,
Machine Learning, and Deep Learning have all
made extensive use of classification methods.
Deep learning, whichisincluded in the supervised
classification, is developed and produced by the
machine learning method. Deep learning methods
arewidely used in satelliteimage analysis because
they are powerful and inteligent in image
processing. Deep learning methods are dtill
evolving, with the Convolutional Neural Network
(CNN) deep learning method producing the most
significant results in image recognition to date.
Deep Learning has demonstrated that this
architecture, particularly CNN, can learn human-
level solutions to specific visual tasks. This
method has been used extensively in remote
sensing image analysis tasks such as object
detection in images, image recording, scene
classification, segmentation, object-based image
analysis, and land use and land cover classification
[10]. CNN is one of the most recent Deep
Learning methods to emerge. This method has
been shown to be useful for pattern recognition
and object classification [1]. Previous research
using the CNN method to classify land cover
yielded satisfactory accuracy results ranging from
73% to 98% [1], [10], [11]

CNN has a variety of popular architectures,
including LeNet5 (1998), AlexNet (2012), ZFNet
(2013), GoogleNet (2014), ResNet (2015),
FractalNet (2016), ShuffleNet (2018), and others.
Previous research has compared the use of
architecture on CNN in the field of classification.
The compared architectures demonstrate the
advantage and disadvantage of each, for
architectures that are widdly used in the field of
image classification and are relatively new, and
have been compared with severa other
architectures, ShuffleNet. ShuffleNet is a very
efficient CNN architecture with fast accuracy.
Research that has used the ShuffleNet architecture
and has made comparisons with other
architectures such as GoogleNet, DenseNet,
MobileNet, Xception, IGCV2, EffNet V1, EffNet
V2, loTNet-3-5 and ResNet50 in the classification
process states that the ShuffleNet architecture
increases the accuracy of 82% - 98% with less
memory usage and faster processing time [12]—
[16].

The CNN method iswidely used inthefield of
deep learning to conduct land cover classification.
GLCM was used to extract features in this study.
The ShuffleNet architecture on the CNN method
will be used in this study. This research was
carried out for a month in the Liang Anggang
Protected Forest area, Banjarbaru block 1 area,
with targeted data collection. The location for this
study was chosen based on observations made
during the observation and survey of the block 1
area, where, according to the 2017 Provincia
Forestry Office, an area of 479 hectares of block 1
area is filled with land such as agriculture,
plantations, roads and settlements, as well as 494
hectares of forest. In addition to being a peatland,
the research site, particularly in block 1, meetsthe
characteristics and suitability of the needs in
collecting data for land cover classification in
terms of vegetation density types (bare, medium,
and high) that can be seen with the naked eye
during observations and surveys. This study
classified land cover, with a focus on vegetation
density, and the research location was chosen in
accordance with the data requirements. The
objective of thisstudy wasto determine the results
of the best deep learning methods in land cover
classification based on vegetation density. This
study created research updates by combining
UAV data with shooting locations in the Liang
Anggang Protected Forest.

Il. RESEARCH METHODOLOGY



A. Research Site

This study was being conducted in the Liang
Anggang Protected Forest in Banjarbaru City,
South Kalimantan. This is the Tangi Timber
KPHP's management area. The protected forest
designation is based on Minister of Forestry

Decree No. 672/Kpts-11/1991 and Kep Menhut No.

434/Kpts-11/1996 with a tota area of 2,250
hectares divided into two protected forest blocks,
namely block 1 covering an area of 960 hectares
including Liang Anggang sub-district, Banjarbaru
and block 2 covering an area of 1290 hectares
including the Gambut District, Banjar Regency.

Clasudic stion Rescwsch Locations
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Figure 2. Map of the Liang Anggang Protected Forest Area
The study lasted one month, from November to
December 2021, and focused on the Warning Area
(lock signa area from the airport) that caused the
drone to be unable to operate.

B. Research Procedure

This research was conducted in the Liang
Anggang Protected Forest area by conducting a
field survey to assess the state of the vegetation or
areas within the Protected Forest area. This study
collected image data using drones to capture
images from a height of 20 meters over a one-
month period. Land was assigned coordinates
based on the goal of image data collection using
Google Earth Pro tools. Land with coordinates
was exported in .KML format and later imported
into DroneDeploy (website) to make directing
drone flights on land easier. Then, the imported
KML filewas configured for flight altitude and 2D
or 3D image capture. An illustration of image
captureis shown in Figure 3.

e

Figure 3. Illustration of Image Data Retrieval

Before proceeding to the next stage, image data
that has been recorded and stored according to
predetermined coordinate points was processed.
To facilitate operation with the method that was
used later, image data was labelled. The CNN
method was used in this study. Image datathat has
aready been processed was then fed into the
classification process using the method used in
this study. Image data was classified using each
method, and the accuracy value was calculated
using tools. The obtained accuracy value wasthen
analysed and compared to draw conclusions. The
flow of thisresearch is shownin Figure 4.
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Figure 4. Diagram of Research Procedure

C. Feature Extraction

The purposes of feature extraction is to obtain
the feature value of an object based on an image
pixel intensity value relationship. The feature
extraction process goal is to extract a specia
(unique) value from each image [17], [18]. This
study used GLCM feature extraction with three
primary features. correlation, homogeneity, and
contrast. The feature extraction results created a
GLCM version of the image using these three
features. Figure 5 shows an illustration or
description of the texture extraction results
obtained with the GLCM fesature.
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Figure 5. Result of Fesature Extraction

The texture of an image was sought after by
feature extracted images. The training data set
consisted of 2400 images divided into three
classes. This study applied 5 GLCM features to
convert an input 2D image/image to an output 2D
image/imageto agray level with agray range of 0
to 1. The purpose of this step wasto use gray level
scaling to reduce the image volume to a more
manageabl e size. Scaling to agrayscalelevel acted
as afilter, removing some of the noise (de Mdllo,
2013). Figure 6 shows the scenario of the feature
extraction test results with GLCM.
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Figure 6. llustration of GLCM-CNN Feature Extraction

D. Classification of Convolutional Neural
Networks
Only CNN neural networks can process grid
structure data, such as two-dimensional images.
The convolution layer isalinear algebra operation
that generates amatrix of filtersin theimageto be
processed. A convolution layer process is one of

the many types of layersthat can exist in anetwork.

The image entered into the CNN classification
model created during the fit model stage yielded
an output calculated using the optimized weight.
Asaresult, the classification model created should
be able to classify the testing data into the correct
class. This test was performed to calculate the
accuracy value in the classification model that has
been created. Figure 7 shows an illustration of the
CNN classification process.
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Figure 7. Illustration of CNN Classification Process

Figure 8 showsthe classification flow using the
CNN method
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Figure 8. Stage of CNN Classification

E. Classification Analysis

The results of the UAV image classification
using two methods were analysed and the level of
accuracy was determined. This study applied
accuracy testing with a confusion matrix in the
form of overadl accuracy (OA) and Kappa
coefficient accuracy. Proceed with the analysis of
the CNN method classification results to obtain
accurate results from the use of the CNN method
in land cover classification.

[Il. TESTING

A. Image Dataset

The dataset used in this study was divided into
three categories: bare, medium, and high. Thetotal
number of images collected was 3000, with 1000
for each class type category. The classification of
these three classes was based on the condition of
the Liang Anggang Protected Forest where the
research location, particularly block 1, meets the
characteristics and suitability of the needs in
collecting data for land cover classification in
terms of vegetation density types (bare, medium,



and high) that can be seen with the naked eye
during observation and surveys. This study
classified land cover, with a focus on vegetation
density, and the research location was chosen in
accordance with the data requirements. Table 1
shows the results of categorizing three classes of
vegetation density in terms of images based on the
division of the available dataset [19].

Tablel.
Image of Vegetation Density

Type of Vegetation
Image

Density
< . B ATy
%{'ﬂ s Medium
e .S
s High

e

B. Image Cropping

Because the image data obtained with the
drone was too large, the data was resized by
cutting theimage and sel ecting specific areasto be
used as training data. Cropped image data aimed
to facilitate the classification process, did not take
up much space or memory, and the classification
process was light, so it did not require along time
in the classification process later. The image data
was cropped to 256 x 256 pixels, reducing the
image size to 159 KB. The cropped image data
was classified into three types: bare, medium, and
dense/high [20], [21]. Figure 9 showsthe cropping
results of image data.

Figure 9. Image Data Cropping

C. Segmentation

Image segmentation was used to distinguish
between abjects and backgrounds [22], [23]. The
separation process was designed to make
classification and calculations easier. The image
segmentation process was based on the difference
in the image grayscae. To convert a colour image
with r, g, and b matrix values into a grayscale
image. The segmentation method, namely
thresholding, can be used to change the colour
image. The most basic method for segmenting was
image development or image thresholding (de
Méllo, 2013). Thresholding was used to change

the number of gray degreesin animagein order to
create a binary image with pixel intensity values
of Oor 1.

D. Feature Extraction (GLCM)

In this study, GLCM was used for feature
extraction, with three main features used:
correlation, homogeneity, and contrast. This
method was used to classify images, recognize
textures, segment them, recognize objects, and
analyse their colours. In the neighbourhood
between pixelss, GLCM had four angular
directions: 0°, 45°, 90°, and 135°. When the angle
was 0°, the pixel density was calculated by
moving one distance to the right. Pixel adjacency
was caculated using a 45° angle and 1 pixe
distance to the top right. The angle is 90°, and the
pixel density was calculated by a 1 pixd distance
on top. A 135° angle was used, and neighbouring
pixels were calculated by moving one pixel up
[24]. The gray level of pixelswas compared based
on angle or neighbours at 0°, 45°, 90°, and 135° in
this study. The feature extraction process was also
compared the results of previousy segmented
images to those that have not been segmented.

V. FINDINGS

A. Result of CNN Mode

The formation of network architecture in the
CNN algorithm can affect the results of mode
accuracy. In order to produce an optima model,
network architecture was used during the training
process. This study applied an input image with a
resolution of 256x256x3, with the am for
reducing image size so that the classification
process took as little time as possible. This study
applied the second version of the ShuffleNet
architecture, which included one convolutional
layer (Convb), three stages (consisting of
convolutional and shuffle units), one pooling layer
(using Maxpool), and fc. The input image in the
shuffleNet v2 model was 256 x 256 in size. The
convolution and maximum pooling layers were
added to the model’s initial position to reduce the
size of the feature graph. The convolution layer
and pooling layer were replaced at the initial
position by the convolutional layer (Convl) with
a 3 x 3 kernd, and the BN layer was added after
Conv 1 and Conv 5. Figure 10 shows the flow of
the proposed mode.




Figure 10. Flow of Modd Shuffle Net v2 Mode

The results of training and testing accuracy
were obtained after going through severa
processes in the CNN agorithm. The value for
training accuracy can be found in the "Accuracy"
column, while the value for testing accuracy can
be found in the "Validation Accuracy" column.
Accuracy was the value calculated by calculating
the accuracy of the training dataset and model
predictions. Validation Accuracy is the value
caculated by caculating the accuracy of the
validation dataset and predictions from the model
using validation dataset input data. This procedure
used a total of 50 epochs. Previously, epoch
comparisons were performed to determine the
accuracy and validation results of each training
with a different number of epochs. This epoch
comparison was intended to find the best model.
The number of epochs compared ranges between
25 and 100 [25]. The use of epoch had asignificant
impact on the resulting accuracy. Because epoch
can improve accuracy and the resulting accuracy
was stable, it was critical to use the correct epoch
in training data to achieve maximum accuracy.
The table below compares training results based
on the number of epochs.

Table2.
Comparison of Epoch
Accurac
Epoc Accurac L oss y Validatio Tim
h y Validatio  nLoss e
n
25 97.46% 0.068 71% 19176 20mi
6 nute
50 9875% C9® 81336 12536 0
8 nute
1lhou
75 908% 0% 7496 24516 !
9 32m
inute
2hou
100 9920% 201 741796 11051 )
8 20m
inute

Thetraining model's accuracy with atotal of 50
epochs is 98.75% with a loss of 0.0218. The
validation accuracy vaue for the 50 epochs is
81.33%, which is higher than the other epochs.
According to the table, the closer to the highest
epoch, the higher the accuracy obtained from the
testing results. However, if more than 100 epochs
are added, the accuracy value decreases because
too many epochs can aso affect the large number
of datasets. The testing procedure used training
data consisting of 2400 image data and 600 image

datafor each class, as well as 200 image data for
each class. Table 3 shows the results of the
confusion matrix.

Matrix Predict Class
Bare Medium High
Actual Bare 209 0 4
Class
Medium 9 92 88
High 8 12 178
Table 3.

Confusion Matrix

Based on the results of table 3, the model's
predictions on the new data testing data show
promising results. Although the prediction of the
Bareclassis correctly classified as the Bare class,
up to four miss classificationsfrom the Bareimage
data input are classified as the High class. While
the Medium class prediction is correctly classified
as the Medium class, as many as 9 miss
classifications from the input image data are
classified as the Bare class. In addition, up to 88
misclassifications of input image data are
classified as High. The High class prediction is
correctly classified as the High class, but up to 8
miss classifications from the High image data
input are classified as the Bare class. As many as
12 misclassifications of input image data were
classified as Medium. The overall accuracy of the
matrix and kappa accuracy are calculated as
follows:

Overall Accuracy = 469/600 = 80%
Kappa = 70%

So, the model's accuracy with a 256x256 input
image and a total of 600 image data obtained an
accuracy value of 80% and a kappa accuracy of
70%.

B. Result of CNN Model with GLCM

The addition of three GLCM features, namey
contrast, homogeneity, and correlation, is the
result of the next training model. The procedure
involved extracting 3,000 GLCM result image
data and producing 9,000 image data that was



processed by CNN. This study also compared the
direction angles of 0°, 45°, 90°, and 135° to extract
images per angle. The GLCM process used atotal
of 27,000 image data through the segmentation
stage. This was done to determine how well each
feature performed in the image classification
process.

For the GLCM process with CNN going
through the segmentation stage, the results of data
training with the CNN model and each GLCM
feature by going through the segmentation stage
with 9,000 data for each angle, can be seen at an
angle of 135° getting the highest validation
accuracy value from other angles, namely 60.11%
with a value validation loss of 0.8460. For each
feature, this training procedure applied a total of
50 epochs. This training process took
approximately 20-30 minutes per corner. Table 5
shows the results of the GLCM training data per
corner.

Table4.
Comparison of Training Per Angle

valid g
Accu ation . .
Angle Loss ation Time
racy Accu
Loss
racy
0° 9524 0.137 5028 0609 29 mnt
% 7 % 6 6 scnd
45° 9499 0.134 5039 0552 31mnt
% 6 % 6 20 scnd
90° 9642 0105 5994 0761 31mnt
% 5 % 6 12 scnd
OR 2A Nn117 AN 11 N AR 21 mnt
Matrix Predict Class
Bare  Medium High
Actual Bare 407 92 83
Class
Medium 54 419 137
High 83 218 307

The training data is 9,000 images, and the test
data is 1,800 images, with 3,000 images in each
class. Table 5 shows the confusion matrix results
for the CNN model processwith GLCM that went
through the segmentation stage.

Tableb.
Confusion Matrix

According to the resultsin table 5, the model's
prediction results on new datatesting dataare poor.
Although the prediction of the Bare classis correct,
as many as 92 miss classifications from the Bare
image data input are classified as Medium. In

addition, up to 83 miss classifications from the
Bare image data input are classified as High.
While the Medium class prediction was correctly
classified asthe Medium class, as many as 54 miss
classifications from the input image data were
classified as the Bare class. In addition, 137
misclassifications of image datainput Medium are
classified as High. The High class prediction is
correctly classified as the High class, but up to 83
miss classifications from the High image data
input are classified as the Bare class. In addition,
218 miss classifications from the High image data
input are classified as Medium. The overdl
accuracy of the matrix and kappa accuracy are
calculated as follows:

Overall Accuracy = 1133/1800x100% = 62,99%
Kappa = 44,37%

So, with an input image of 256x256 pixels and
atotal of 1800 image data, the model produced an
accuracy value of 62.99% and akappa accuracy of
44.37%.

V. DISCuUSSION

When the CNN model without the GLCM
process was compared to the CNN modd with the
GLCM process, the comparison was quite far from
the accuracy values obtained. The CNN model
achieved an accuracy of 80%, while the CNN
model with GLCM achieves 62.99% segmentation.
This showed that the CNN modd outperformed
the GLCM process. According to the findings of
the analysis, this occurred because the gray level
in the image was leveled during the GLCM
process, resulting in white and black colorsin the
image. The colours in the original image changed
to white and black, resulting in a classification
error. The GLCM process rendered the image
colourless and rendered the entire image black.

During the testing of new data, there was a
misclassification caused by nearly identical
vegetation types. The input data for the CNN
model was original image datawith different types
of vegetation, but based on the researcher's
analysis, even though the texture between medium
and high vegetation was different, the CNN model
still had difficulty distinguishing and recognizing
medium and high classes if the daa
simultaneously has the characteristics of animage
that was filled with vegetation even though the
type and texture of the vegetation was different.
The CNN mode with the GLCM method had alot
of misclassifications. The first reason was that the
original image's colour had changed, making it



difficult for the model to distinguish between
classes. The second issue was that the type and
texture of the vegetation were not visible in the
image, so when predicting with the CNN and
GLCM models on prototypes, the bare class data
was read as medium class. High class reads as
medium class.

VI. CONCLUSION

The conclusion is that comparing the CNN
model without the GLCM process to the CNN
model with the GLCM process produces a
comparison that is quite far from the accuracy
vaue obtained. The CNN model achieves an
accuracy of 80%, while the CNN model with
GLCM achieves 62.99% segmentation. This
demonstrates that the CNN model outperformsthe
GLCM process in land cover classification. This
demonstrates that the image processing process
has a significant impact on the classification and
prediction stages.
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UTILIZATION OF UAV IMAGES FOR PEATLAND COVER CLASSIFICATION USING THE
CONVOLUTIONAL NEURAL NETWORK METHOD

Land cover is an important factor in geographic analysis, ranging from physical geography
studies, approaches to sustainable planning to environmental analysis. Vegetation analysis
according to the Indonesian National Standard (SNI 7645:2014) is classified based on density. The
vegetation density index is divided into 4, namely non-vegetation, bare, medium and high. In the
technical aspect to obtain information related to vegetation, this can be done using remote
sensing. Remote sensing uses two data to obtain information, namely satellite data and UAV
data. This study used UAV data with shooting locations in the Liang Anggang Protection Forest in
classifying land cover. The method used was Convolutional Neural Network with feature
extraction used in this study was GLCM. This research used the ShuffleNet v2 architecture on the
CNN method. The findings of this study used two models, namely the CNN model without the
GLCM process and compared to the CNN model with the addition of the GLCM process, resulting
in a comparison that was quite far from the accuracy value obtained. The CNN model obtained
an accuracy value of 80%, while the CNN model with GLCM using segmentation was 49.9% and
without segmentation was 44.53%.
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Abstract

Land cover or vegetation density in tropical peatland is an essential factor in hydrology responsein
geographic analysis, ranging from physical geography studies and approaches to sustainable
planning to environmental research. Vegetation analysis according to the Indonesian National
Standard (SNI 7645:2014), isclassified based on density. Thevegetation density index isdivided into
4, namely non-vegetation, bare, medium, and high. In the technical aspect, to obtain information
related to vegetation, this can be done using remote sensing. Remote sensing uses two data to obtain
information, namely satellite data and UAV data. This study used UAV data with shooting locations
in the Liang Anggang Protection Forest in classifying land cover. The method used was
Convolutional Neural Network with feature extraction used in this study was GLCM. Thisresearch
used the ShuffleNet v2 ar chitecture on the CNN method. The findings of this study used two models,
namely the CNN model without the GLCM process and compared to the CNN model with the
addition of the GLCM process, resulting in a comparison that was quite far from the accuracy value
obtained. The CNN model obtained an accuracy value of 80%, while the CNN model with GLCM
using segmentation was 49.9%, and without segmentation was 44.53%.
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I. INTRODUCTION

Peatland management in Indonesia has many
challenges due to peatland disasters [1], such as
floods and wildfires. Wildfire caused by human
action is the biggest one. Many wildfires in
Indonesia as intentional fires as part of residential
developments[2]. It isleadsto changes land cover
as changes in vegetation density in tropical
peatland. Land cover or vegetation density change
is one of the internal factors of hydrological
response. From physical geography studies to
approaches to sustainable planning to
environmental analysis, land cover is an essential
factor in the geographic analysis, especidly in
disaster mitigation in tropical peatlands.
Environmental analysis needs surface vegetation-
based land cover information [3]. The entire plant
of an areathat serves as aland cover isreferred to
as vegetation. Vegetation is the entire plant of an
area that serves as aland cover. According to the
Indonesian National Standard [4], vegetation
analysis is classified based on density. Non-
vegetation, bare, medium, and high vegetation
density indexes are used [4]. In addition to
determining the level of vegetation density, it is
important to be able to distinguish vegetation
density in the form of an image, which makes data
processing easier. N.A. conducted
research that provides an image of the
classification of vegetation density classes based
on theimages shown in Figure 1.1.

@ © (d)
Figure 1. () Non Vegetation, (b) Bare Vegetation, (c)
Medium Vegetation, (d) High Vegetation

V egetation density analysisin tropical peatland
is one method for studying the arrangement and
composition of vegetation in terms of plant shape
(structure). In terms of technology, remote sensing
can be used to obtain information about vegetation.
Remote sensing obtains information from two
sources: satellite data and UAV data. Previous
research that used remote sensing technology by
utilizing satellite data resulted in data accuracy
ranging from 63% - 85% using various methods
[3], [5]. Because satellite data is a traditional

format based on statistica reporting and sampling
surveys, determining vegetation density is critical
[5]. Remote sensing with satellite data has been
widely used in the identification and classification
of land cover patterns across a wide geographic
coverage, but the use of satellite data, which has a
high operating altitude and is easily influenced by
weather, clouds, and other external factors, is
being reconsidered. Remote sensing technology
can quickly and precisdly provide spatia
information on the earth surface. The object being
sensed, the sensor for recording the object, and the
electronic waves emitted by the earth surface are
the three main components of remote sensing.

Remote sensing technology can quickly and
precisely provide spatial information on the earth
surface. The object being sensed, the sensor for
recording the object, and the electronic waves
emitted by the earth surface are the three main
components of remote sensing. As technology
advances, remote sensing facilities such as the
Unmanned Aerial Vehicle (UAV) become more
practical and easier to implement. The emergence
of UAV raises significant potential as a tool for
environmental and ecological analysis, such as
monitoring agricultura land, forest fires, arctic
lichen distribution, and mapping of mangrove
forests. The generation of spatial information
based on aeria image data using drones has
enormous potentia for the advancement of remote
sensing technology, such as area classification.
The benefits of using a UAV include faster and
more flexible data acquisition, results that are
more rea-time, and low and light operating and
maintenance costs. Apart from the ability to fly
through clouds and produce cloud-free images, it
differs from satellite imagery, which is heavily
influenced by atmospheric conditions. UAV
imagery has a high resolution when compared to
satellite imagery, reaching a spatial resolution of
less than 1 cm, which is much more detailed than
satellite (30cm) and aircraft (10cm) imagery [3].
Optimal results that can be obtained from the use
of UAV in object classification and the
appropriate method for processing data with UAV
imagery.

Before being processed in a classification
model, image data requires feature extraction
techniques to determine certain characteristics
possessed by images to aid in object identification
(image analysis) [3], [6], [7]. The resulting



features will be selected first in the feature
extraction process to obtain features with a high
influence as a reference for the classification
process. The function of feature extraction is to
extract the necessary information from an image.
Shape, colour, and texture extraction are the three
types of feature extraction. Images with a slight
colour can benefit from feature extraction using
the Gray Level Co-occurrence Matrix (GLCM)
method, which is asecond level statistical method
that computes the frequency of pairs of pixelsin
animagethat have the same gray level and applies
the additional knowledge obtained through pixel
spatial relationships [8]. Using edge information,
the co-occurrence matrix embeds the distribution
of grayscae transitions. The mgority of the
information required to caculate the threshold
value in the GLCM technique is straightforward
but efficient [9]. S. Karthikeyan and N.
Rengargjan use the GLCM agorithm with up to
95% accuracy. Previous research has compared
GLCM feature extraction to LBP, MI, CLBP,
LBGLCM, and GLRLM, with the accuracy results
proving that using feature extraction in
classification using GLCM produces better results
than using other methods. GLCM accuracy results
range from 70% to 93% [9]-[11].

Visua interpretation methods, pixel-based
digital classification methods, and object-based
classification methods are used in land cover
mapping based on remote sensing imagery. Land
cover anaysis researchers are interested in the use
of data mining methods. Land classification,
Machine Learning, and Deep Learning have al
made extensive use of classification methods.
Deep learning, which isincluded in the supervised
classification, is developed and produced by the
machine learning method. Deep learning methods
arewidely used in satellite image analysis because
they are powerful and intelligent in image
processing. Deep learning methods are till
evolving, with the Convolutional Neural Network
(CNN) deep learning method producing the most
significant results in image recognition to date.
Deep Learning has demonstrated that this
architecture, particularly CNN, can learn human-
level solutions to specific visual tasks. This
method has been used extensively in remote
sensing image anaysis tasks such as object
detection in images, image recording, scene
classification, segmentation, object-based image
analysis, and land use and land cover classification
[12]. CNN is one of the most recent Deep
Learning methods to emerge. This method has
been shown to be useful for pattern recognition
and object classification [3]. Previous research
using the CNN method to classify land cover

yielded satisfactory accuracy results ranging from
73% to 98% [3], [12], [13]

CNN has a variety of popular architectures,
including LeNet5 (1998), AlexNet (2012), ZFNet
(2013), GoogleNet (2014), ResNet (2015),
FractalNet (2016), ShuffleNet (2018), and others.
Previous research has compared the use of
architecture on CNN in the field of classification.
The compared architectures demonstrate the
advantage and disadvantage of each, for
architectures that are widely used in the field of
image classification and are relatively new, and
have been compared with several other
architectures, ShuffleNet. ShuffleNet is a very
efficient CNN architecture with fast accuracy.
Research that has used the ShuffleNet architecture
and has made comparisons with other
architectures such as GoogleNet, DenseNet,
MobileNet, Xception, IGCV 2, EffNet V1, EffNet
V2, loTNet-3-5 and ResNet50 in the classification
process states that the ShuffleNet architecture
increases the accuracy of 82% - 98% with less
memory usage and faster processing time [14]—
[18].

The CNN method iswidely used in the field of
deep learning to conduct land cover classification.
GLCM was used to extract features in this study.
The ShuffleNet architecture on the CNN method
will be used in this study. This research was
carried out for a month in the Liang Anggang
Protected Forest area, Banjarbaru block 1 area,
with targeted data collection. Thelocation for this
study was chosen based on observations made
during the observation and survey of the block 1
area, where, according to the 2017 Provincia
Forestry Office, an area of 479 hectares of block 1
area is filled with land such as agriculture,
plantations, roads and settlements, as well as 494
hectares of forest. In addition to being a peatland,
the research site, particularly in block 1, meets the
characteristics and suitability of the needs in
collecting data for land cover classification in
terms of vegetation density types (bare, medium,
and high) that can be seen with the naked eye
during observations and surveys. This study
classified land cover, with a focus on vegetation
density, and the research location was chosen in
accordance with the data requirements. The
objective of this study was to determine the results
of the best deep learning methods in land cover
classification based on vegetation density. This
study created research updates by combining
UAV data with shooting locations in the Liang
Anggang Protected Forest.

Il. RESEARCH METHODOLOGY



A. Research Site

This study was being conducted in the Liang
Anggang Protected Forest in Banjarbaru City as
the biggest wildfire in tropical peatland in South
Kaimantan. This is the [EHGHINMES KPHP's
management aea  The protected forest
designation is based on Minister of Forestry

DecreeNo. 672/Kpts-11/1991 and Kep Menhut No.

434/Kpts-11/1996 with a total area of 2,250
hectares divided into two protected forest blocks,
namely block 1 covering an area of 960 hectares
including Liang Anggang sub-district, Banjarbaru
and block 2 covering an area of 1290 hectares
including the Gambut District, Banjar Regency.

Figure 2. Map of the Liang Anggang Protected Forest Area

The study lasted one month, from November to
December 2021, and focused on the Warning Area
(lock signal area from the airport) that caused the
drone to be unable to operate.

B. Research Procedure

This research was conducted in the Liang
Anggang Protected Forest area by conducting a
field survey to assess the state of the vegetation or
areas within the Protected Forest area. This study
collected image data using drones to capture
images from a height of 20 meters over a one-
month period. Land was assigned coordinates
based on the goal of image data collection using
Google Earth Pro tools. Land with coordinates
was exported in .KML format and later imported
into DroneDeploy (website) to make directing
drone flights on land easier. Then, the imported
KML filewas configured for flight altitude and 2D
or 3D image capture. An illustration of image
captureis shown in Figure 3.
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Figure 3. Illustration of Image Data Retrieval

Before proceeding to the next stage, image data
that has been recorded and stored according to
predetermined coordinate points was processed.
To facilitate operation with the method that was
used later, image data was labelled. The CNN
method was used in this study. |mage datathat has
already been processed was then fed into the
classification process using the method used in
this study. Image data was classified using each
method, and the accuracy value was calculated
using tools. The obtained accuracy value was then
analysed and compared to draw conclusions. The
flow of this research is shown in Figure 4.

Figure 4. Diagram of Research Procedure

C. Feature Extraction

The purposes of feature extraction is to obtain
the feature value of an object based on an image
pixel intensity value relationship. The feature
extraction process goal is to extract a specia
(unique) value from each image [19], [20]. This
study used GLCM feature extraction with three
primary features: correlation, homogeneity, and
contrast. The feature extraction results created a
GLCM version of the image using these three
features. Figure 5 shows an illustration or
description of the texture extraction results
obtained with the GLCM feature.
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Figure 5. Result of Feature Extraction

The texture of an image was sought after by
feature extracted images. The training data set
consisted of 2400 images divided into three
classes. This study applied 5 GLCM features to
convert an input 2D image/image to an output 2D
image/image to agray level with agray range of O
to 1. The purpose of this step wasto use gray level
scaling to reduce the image volume to a more
manageablesize. Scaling to agrayscalelevel acted
as afilter, removing some of the noise (de Méello,
2013). Figure 6 shows the scenario of the feature
extraction test results with GLCM.
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Figure 6. llustration of GLCM-CNN Festure Extraction
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D. Classification of Convolutional Neural
Networks
Only CNN neural networks can process grid
structure data, such as two-dimensiona images.
The convolution layer isalinear algebraoperation
that generates amatrix of filtersin theimage to be
processed. A convolution layer process is one of

the many types of layersthat can exist in anetwork.

The image entered into the CNN classification
model created during the fit model stage yielded
an output calculated using the optimized weight.
Asaresult, the classification model created should
be able to classify the testing data into the correct
class. This test was performed to calculate the
accuracy value in the classification model that has
been created. Figure 7 shows an illustration of the
CNN classification process.

B me-

Figure 7. Illustration of CNN Classification Process

Figure 8 shows the classification flow using the
CNN method

[
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Figure 8. Stage of CNN Classification

E. Classification Analysis

The results of the UAV image classification
using two methods were analysed and the level of
accuracy was determined. This study applied
accuracy testing with a confusion matrix in the
form of overal accuracy (OA) and Kappa
coefficient accuracy. Proceed with the analysis of
the CNN method classification results to obtain
accurate results from the use of the CNN method
inland cover classification.

IIl1. TESTING

A. Image Dataset

The dataset used in this study was divided into
three categories: bare, medium, and high. Thetotal
number of images collected was 3000, with 1000
for each class type category. The classification of
these three classes was based on the condition of
the Liang Anggang Protected Forest where the
research location, particularly block 1, meets the
characteristics and suitability of the needs in



collecting data for land cover classification in
terms of vegetation density types (bare, medium,
and high) that can be seen with the naked eye
during observation and surveys. This study
classified land cover, with a focus on vegetation
density, and the research location was chosen in
accordance with the data requirements. Table 1
shows the results of categorizing three classes of
vegetation density in terms of images based on the
division of the available dataset [21].

Table1.
Image of Vegetation Density!

Type of Vegetation

Image
& Density
T e N
g U} b o Bare
ﬁ"k_ ! BLil WEd
s BN ? j Medium
R:““ High

B. Image Cropping

Because the image data obtained with the
drone was too large, the data was resized by
cutting the image and selecting specific areasto be
used as training data. Cropped image data aimed
to facilitate the classification process, did not take
up much space or memory, and the classification
process was light, so it did not require along time
in the classification process later. The image data
was cropped to 256 x 256 pixels, reducing the
image size to 159 KB. The cropped image data
was classified into three types: bare, medium, and
dense/high[22], [23]. Figure 9 shows the cropping
results of image data.

T

Figure 9. Image Data Cropping

C. Segmentation

Image segmentation was used to distinguish
between objects and backgrounds [24], [25]. The
separation process was designed to make
classification and calculations easier. The image
segmentation process was based on the difference
in theimage grayscale. To convert a colour image
with r, g, and b matrix values into a grayscae
image. The segmentation method, namely
thresholding, can be used to change the colour

image. The most basic method for segmenting was
image development or image thresholding (de
Mello, 2013). Thresholding was used to change
the number of gray degreesin animagein order to
create a binary image with pixel intensity values
of Oor 1.

D. Feature Extraction (GLCM)

In this study, GLCM was used for feature
extraction, with three main features used:
correlation, homogeneity, and contrast. This
method was used to classify images, recognize
textures, segment them, recognize objects, and
analyse their colours. In-the neighbourhood
between pixels, GLCM had four angular
directions: 0°, 45°, 90°, and 135°. When the angle
was 0° the pixel density was calculated by
moving one distance to the right. Pixel adjacency
was calculated using a 45° angle and 1 pixel
distance to the top right. The angle is 90°, and the
pixel density was calculated by a 1 pixel distance
on top. A 135° angle was used, and neighbouring
pixels were caculated by moving one pixel up
[26]. The gray level of pixels was compared based
on angle or neighbours at 0°, 45°, 90°, and 135° in
this study. The feature extraction process was aso
compared the results of previously segmented
images to those that have not been segmented.

V. FINDINGS

A. Result of CNN M odel

The formation of network architecture in the
CNN dgorithm can affect the results of model
accuracy. In order to produce an optimal model,
network architecture was used during the training
process. This study applied an input image with a
resolution of 256x256x3, with the am for
reducing image size so that the classification
process took as little time as possible. This study
applied the second version of the ShuffleNet
architecture, which included one convolutional
layer (Conv5), three stages (consisting of
convolutional and shuffle units), one pooling layer
(using Maxpool), and fc. The input image in the
shuffleNet v2 model was 256 x 256 in size. The
convolution and maximum pooling layers were
added to the model’s initial position to reduce the
size of the feature graph. The convolution layer
and pooling layer were replaced at the initia
position by the convolutional layer (Convl) with
a3 x 3 kernel, and the BN layer was added after
Conv 1 and Conv 5. Figure 10 shows the flow of
the proposed model.
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Figure 10. Flow of Mode Shuffle Net v2 Model

The results of training and testing accuracy
were obtained after going through severa
processes in the CNN algorithm. The value for
training accuracy can be found in the "Accuracy”
column, while the value for testing accuracy can
be found in the "Validation Accuracy" column.
Accuracy was the value calculated by calculating
the accuracy of the training dataset and model
predictions. Validation Accuracy is the vaue
caculated by caculating the accuracy of the
validation dataset and predictions from the model
using validation dataset input data. This procedure
used a tota of 50 epochs. Previously, epoch
comparisons were performed to determine the
accuracy and validation results of each training
with a different number of epochs. This epoch
comparison was intended to find the best model.
The number of epochs compared ranges between
25and 100[27]. The use of epoch had asignificant
impact on the resulting accuracy. Because epoch
can improve accuracy and the resulting accuracy
was stable, it was critical to use the correct epoch
in training data to achieve maximum accuracy.
The table below compares training results based
on the number of epochs.

Table 2.
Comparison of Epoch
Accurac
Epoc Accurac Lass y Validatio Tim
h y Validatio  nLoss e
n
25 orde%w 0% 719 10176 20M
6 nute
0.035 56mi
0, 0,
50 98.75% 8 81.33% 1.2536 nute
Thou
75 9908% °%%7 744 24506 '
9 32m
inute
2hou
0.021 r
100 99.29% 8 74.17% 1.1251 20m

inute

Thetraining model's accuracy with atotal of 50
epochs is 98.75% with a loss of 0.0218. The
validation accuracy value for the 50 epochs is
81.33%, which is higher than the other epochs.
According to the table, the closer to the highest
epoch, the higher the accuracy obtained from the
testing results. However, if more than 100 epochs
are added, the accuracy value decreases because

too many epochs can aso affect the large number
of datasets. The testing procedure used training
data consisting of 2400 image data and 600 image

Matrix Predict Class
Bare Medium High
Actual Bare 209 0 4
Class
Medium 9 92 88
High 8 12 178

data for each class, as well as 200 image data for
each class. Table 3 shows the results of the
confusion matrix.

Table 3.
Confusion Matrix

Based on the results of table 3, the model's
predictions on the new data testing data show
promising results. Although the prediction of the
Bareclassis correctly classified as the Bare class,
up to four miss classifications from the Bareimage
data input are classified as the High class. While
the Medium class prediction is correctly classified
as the Medium class, as many as 9 miss
classifications from the input image data are
classified as the Bare class. In addition, up to 88
misclassifications of input image data are
classified as High. The High class prediction is
correctly classified as the High class, but up to 8
miss classifications from the High image data
input are classified as the Bare class. As many as
12 misclassifications of input image data were
classified as Medium. The overall accuracy of the
matrix and kappa accuracy are calculated as
follows:

Overall Accuracy = 469/600 = 80%
Kappa = 70%

So, the model's accuracy with a 256x256 input
image and a total of 600 image data obtained an
accuracy value of 80% and a kappa accuracy of
70%.

B. Result of CNN Model with GLCM
The addition of three GLCM features, namely
contrast, homogeneity, and correlation, is the



result of the next training model. The procedure
involved extracting 3,000 GLCM result image
data and producing 9,000 image data that was
processed by CNN. This study also compared the
direction angles of 0°, 45°, 90°, and 135° to extract
images per angle. The GLCM process used a total
of 27,000 image data through the segmentation
stage. This was done to determine how well each
feature performed in the image classification
process.

For the GLCM process with CNN going
through the segmentation stage, the results of data
training with the CNN model and each GLCM
feature by going through the segmentation stage
with 9,000 data for each angle, can be seen at an
angle of 135° getting the highest validation
accuracy value from other angles, namely 60.11%
with a value validation loss of 0.8460. For each
feature, this training procedure applied a total of
50 epochs. This training process took
approximately 20-30 minutes per corner. Table 5
shows the results of the GLCM training data per
corner.

Table4.
Comparison of Training Per Angle

Valid

Accu ation Vel
Angle Loss ation Time
racy Accu s
racy
0° 9524 0.137 5028 0609 29 mnt
% 7 % 6 6 scnd
Aco 9499 0134 5039 0552 31mnt
Matrix Predict Class
0 k) 0 O IZ7SCa
135 9626 0117 Bge.ll Medad  3tHigh
% 6 % 0 11 scnd
Actual Bare 407 92 83
Class
Medium 54 419 137
High 83 218 307

The training datais 9,000 images, and the test
data is 1,800 images, with 3,000 images in each
class. Table 5 shows the confusion matrix results
for the CNN model process with GLCM that went
through the segmentation stage.

Table5.
Confusion Matrix

According to the results in table 5, the model's
prediction results on new datatesting dataare poor.
Although the prediction of the Bareclassis correct,
as many as 92 miss classifications from the Bare
image data input are classified as Medium. In

addition, up to 83 miss classifications from the
Bare image data input are classified as High.
While the Medium class prediction was correctly
classified asthe Medium class, as many as 54 miss
classifications from the input image data were
classified as the Bare class. In addition, 137
misclassifications of image datainput Medium are
classified as High. The High class prediction is
correctly classified as the High class, but up to 83
miss classifications from the High image data
input are classified as the Bare class. In addition,
218 miss classifications from the High image data
input are classified as Medium. The overal
accuracy of the matrix and kappa accuracy are
calculated as follows:

Overall Accuracy = 1133/1800x100% = 62,99%
Kappa = 44,37%

So, with an input image of 256x256 pixels and
atotal of 1800 image data, the model produced an
accuracy val ue of 62.99% and a kappa accuracy of
44.37%.

V. DISCUSSION

When the CNN model without the GLCM
process was compared to the CNN model with the
GLCM process, the comparison was quite far from
the accuracy values obtained. The CNN model
achieved an accuracy of 80%, while the CNN
model with GLCM achieves 62.99% segmentation.
This showed that the CNN model outperformed
the GLCM process. According to the findings of
the analysis, this occurred because the gray level
in the image was leveled during the GLCM
process, resulting in white and black colorsin the
image. The colours in the original image changed
to white and black, resulting in a classification
error. The GLCM process rendered the image
colourless and rendered the entire image black.

During the testing of new data, there was a
misclassification caused by nearly identica
vegetation types. The input data for the CNN
model was original image datawith different types
of vegetation, but based on the researcher's
analysis, even though the texture between medium
and high vegetation was different, the CNN model
still had difficulty distinguishing and recognizing
medium and high classes if the data
simultaneously has the characteristics of animage
that was filled with vegetation even though the
type and texture of the vegetation was different.
The CNN model with the GLCM method had alot
of misclassifications. The first reason was that the
origind image's colour had changed, making it



difficult for the model to distinguish between
classes. The second issue was that the type and
texture of the vegetation were not visible in the
image, so when predicting with the CNN and
GLCM models on prototypes, the bare class data
was read as medium class. High class reads as
medium class. This research is the only research
to classified vegetation density in tropical peatland.

V1. CONCLUSION

The conclusion is that comparing the CNN
model without the GLCM process to the CNN
model with the GLCM process produces a
comparison that is quite far from the accuracy
value obtained. The CNN model achieves an
accuracy of 80%, while the CNN model with
GLCM achieves 62.99% segmentation. This
demonstrates that the CNN model outperforms the
GLCM process in land cover classification. This
demonstrates that the image processing process
has a significant impact on the classification and
prediction stages in vegetation density in tropical
peatland.

ACKNOWLEDGMENT

This research was funded by DRTPM grant,
National Basic Research Competition scheme,
agreement number 113/E5/PG.02.00/PT/2023.

REFERENCES

[1]  N. Novitasari, J. Sujono, S. Harto, A.
Maas, and R. Jayadi, “Restoration of
peat dome in ex-Megarrice project area
in Central Kalimantan,” AIP Conf.
Proc., vol. 1977, 2018.

[2]  N. Novitasari, J. Sujono, S. Harto, A.
Maas, and R. Jayadi, “Drought Index
for Peatland Wildfire Management in
Central Kalimantan, Indonesia During
El Nifio Phenomenon,” J. Disaster Res.,
vol. 14, no. 7, pp. 939-948, 2019.

[3] Z.Xu,K.Guan,N. Casler, B. Peng, and
S. Wang, “A 3D convolutional neural
network method for land cover
classification using LiDAR and multi-
temporal Landsat imagery,” ISPRS J.
Photogramm. Remote Sens., vol. 144,
pp. 423-434, 2018.

[4] S N. Indonesia and B. S. Nasiond,
“SNI: Klasifikasi penutup lahan,” 2014.

[5] F.Zhao,X. Wu, and S. Wang, “Object-
oriented Vegetation Classification
Method based on UAV and Satellite

(9

(10]

(11]

(12]

(13]

Image Fusion,” Procedia Comput. ci.,
vol. 174, no. 2019, pp. 609-615, 2020.
M. Alkaff, H. Khatimi, W. Puspita, and
Y. Sari, “Modelling and predicting
wetland rice production using support
vector  regression,” Telkomnika
(Telecommunication Comput. Electron.
Control., vol. 17, no. 2, pp. 819-825,
2019.

Y. Sari, E. S. Wijaya, A. R. Baskara,
and R. S. D. Kasanda, “PSO
optimization on backpropagation for
fish catch production prediction,”
Telkomnika (Telecommunication
Comput. Electron. Control., vol. 18, no.
2, pp. 776-782, 2020.

Q. Wu, Y. Gan, B. Lin, Q. Zhang, and
H. Chang, “An active contour model
based on fused texture features for
image segmentation,” Neurocomputing,
vol. 151, no. P3, pp. 1133-1141, 2015.
Z. Xing and H. Jia, “Multilevel Color
Image Segmentation Based on GLCM
and Improved Salp Swarm Algorithm,”
IEEE Access, vol. 7, pp. 37672-37690,
2019.

S. A. Alazawi, N. M. Shati, and A. H.
Abbas, “Texture features extraction
based on GLCM for face retrieva
system,” Period. Eng. Nat. <ci., vol. 7,
no. 3, pp. 1459-1467, 2019.

S Ozturk and B. Akdemir,
“Application of Feature Extraction and
Classification Methods for
Histopathol ogical Image using GLCM,
LBP, LBGLCM, GLRLM and SFTA,”
Procedia Comput. <ci., vol. 132, no.
Iccids, pp. 40-46, 2018.

O. Youme, T. Bayet, J. M. Dembele,
and C. Cambier, “Deep Learning and
Remote  Sensing:  Detection  of
Dumping Waste Using UAV,”
Procedia Comput. <ci., vol. 185, no.
June, pp. 361-369, 2021.

S. M. Hamylton et al., “Evaluating
techniques for mapping island
vegetation from unmanned aerial
vehicle (UAV) images: Pixd
classification, visual interpretation and
machine learning approaches,” Int. J.
Appl. Earth Obs. Geoinf., vol. 89, no.
March, p. 102085, 2020.



(14]

(19]

(16]

[17]

(18]

(19]

[20]

(21]

(22]

(23]

[24]

T. Lawrence and L. Zhang, “IoTNet:
An efficient and accurate convol utional
neural network for IoT devices,”
Sensors (Switzerland), vol. 19, no. 24,
2019.

G. Liu et al., “I3d-shufflenet based
human action recognition,” Algorithms,
vol. 13, no. 11, 2020.

G. Losapio et al., “Lightweight and
efficient convolutional neural networks
for recognition of dolphin dorsal fins,”
pp. 68-72, 2020.

Z. Wang and L. Ma, “SYOLO: An
Efficient Pedestrian Detection,” |OP
Conf. Ser. Mater. ci. Eng., vol. 768,
no. 7, 2020.

X. Zhang, X. Zhou, M. Lin, and J. Sun,
“Shufflenet: An extremely efficient
convolutional neural network for
mobile devices,” Proc. |EEE Conf.
Comput. Vis. Pattern Recognit., pp.
6848-6856, 2018.

Y. Sari, M. Alkaff, and R. A.
Pramunendar, “Iris recognition based
on distance similarity and PCA,” AIP
Conf. Proc., vol. 1977, 2018.

Y. Sari, M. Alkaff, and M. Maulida,
“Classification of Rice Leaf using
Fuzzy Logic and Hue Saturation Value
(HSV) to Determine Fertilizer Dosage,”
in 2020 Fifth International Conference
on Informatics and Computing (ICIC),
2020, pp. 1-6.

Y. Sari, Y. F. Arifin, N. Novitasari, and
M. R. Faisal, “Vegetation-Density
Drone Dataset For Peatland Vegetation
Classification,” vol. 1, 2022.

Y. Sari, Y. Arifin, Novitasari, and M.
Faisal, “Implementation of Deep
Learning Based Semantic
Segmentation Method To Determine
Vegetation Density,” Eastern-
European J. Enterp. Technol., vol. 5,
no. 2-119, pp. 42-54, 2022.

Y. Sari, Y. F. Arifin, N. Novitasari, and
M. R. Faisal, “Effect of Feature
Engineering Technique for
Determining Vegetation Density,” Int.
J. Adv. Comput. Sci. Appl., vol. 13, no.
7, pp. 655-661, 2022.

Y. Sari, A. R. Baskara, and R. Wahyuni,
“Classification of Chili Leaf Disease

(29]

[26]

[27]

Using the Gray Level Co-occurrence
Matrix (GLCM) and the Support
Vector Machine (SVM) Methods,”
2021 6th Int. Conf. Informatics Compuit.
ICIC 2021, 2021.

Y. Sari, H. Suhud, A. R. Baskara, R. A.
Pramunendar, and |. F. Radam,
“Parking Lots Detection in Static
Image Using Support Vector Machine
Based on Genetic Algorithm,” Int. J.
Intell. Eng. Syst., vol. 14, no. 6, pp.
476-487, 2021.

R. A. Pramunendar, D. P. Prabowo, D.
Pergiwati, Y. Sari, P. N. Andono, and
M. A. Soeleman, “New workflow for
marine fish classification based on
combination features and CLAHE
enhancement technique,” Int. J. Intell.
Eng. Syst., val. 13, no. 4, pp. 293-304,
2020.

C. A. B. de Mello, “Image
thresholding,” Digit. Doc. Anal.
Process,, vol. 2006, no. Snati, pp. 71—
98, 2013.



COVERLETTER

UTILIZATION OF UAV IMAGES FOR PEATLAND COVER CLASSIFICATION USING THE
CONVOLUTIONAL NEURAL NETWORK METHOD

Land cover is an important factor in geographic analysis, ranging from physical geography
studies, approaches to sustainable planning to environmental analysis. Vegetation analysis
according to the Indonesian National Standard (SNI 7645:2014) is classified based on density. The
vegetation density index is divided into 4, namely non-vegetation, bare, medium and high. In the
technical aspect to obtain information related to vegetation, this can be done using remote
sensing. Remote sensing uses two data to obtain information, namely satellite data and UAV
data. This study used UAV data with shooting locations in the Liang Anggang Protection Forest in
classifying land cover. The method used was Convolutional Neural Network with feature
extraction used in this study was GLCM. This research used the ShuffleNet v2 architecture on the
CNN method. The findings of this study used two models, namely the CNN model without the
GLCM process and compared to the CNN model with the addition of the GLCM process, resulting
in a comparison that was quite far from the accuracy value obtained. The CNN model obtained
an accuracy value of 80%, while the CNN model with GLCM using segmentation was 49.9% and
without segmentation was 44.53%.

Classification; class; CNN; GLCM; accuracy.
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Abstract

Land cover or vegetation density in tropical peatland is an important factor as hydrology respon in
geographic analysis, ranging from physical geography studies, approachesto sustainable planning to
environmental analysis. Vegetation analysis according to the Indonesian National Standard (SNI
7645:2014) is classified based on density. The vegetation density index is divided into 4, namely non-
vegetation, bare, medium and high. In the technical aspect to obtain information related to
vegetation, this can be done using remote sensing. Remote sensing uses two data to obtain
information, namely satellite data and UAV data. This study used UAV data with shooting locations
in the Liang Anggang Protection Forest in classifying land cover. The method used was
Convolutional Neural Network with feature extraction used in this study was GLCM. Thisresearch
used the ShuffleNet v2 ar chitecture on the CNN method. The findings of this study used two models,
namely the CNN model without the GLCM process and compared to the CNN model with the
addition of the GLCM process, resulting in a comparison that was quite far from the accuracy value
obtained. The CNN model obtained an accuracy value of 80%, while the CNN model with GLCM
using segmentation was 49.9% and without segmentation was 44.53%.

K eywords: Tropical Peatland, Vegetation Density, Classification; class; CNN; GLCM; accuracy.
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I. INTRODUCTION

Peatland management in Indonesia has many
challenges, due to peatland disaster [1], as flood
and wildfire. Wildfire caused by human action is
the biggest one. Many wildfires in Indonesia as
intentional fires as pat of residentia
developments [2]. It is lead to change land cover
as change from vegetation density in tropical
peatland. Land cover or vegetation density change
as one of internal factor as hydrological respon.
From physical geography studies to approaches to
sustainable planning to environmental analysis,
land cover is an important factor in geographic
analysis, especidly in disaster mitigation in
tropical peatland. Environmental analysis needs
surface vegetation-based land cover information
[3]. The entire plant of an areathat serves asaland
cover isreferred to asvegetation. Vegetation isthe
entire plant of an area that serves as aland cover.
According to the Indonesian National Standard [4],
vegetation analysis is classified based on density.
Non-vegetation, bare, medium, and high
vegetation density indexes are used [4]. In
addition to determining the level of vegetation
density, it is important to be able to distinguish
vegetation density in the form of an image, which
makes dataprocessing easier. N.A.
conducted research which provides an image of
the classification of vegetation density classes
based on the images shown in Figure 1.1.

@ (C] (d)

Figure 1. (a) Non Vegetation, (b) Bare Vegetation, (c)
Medium Vegetation, (d) High Vegetation

V egetation density analysisin tropical peatland
is one method for studying the arrangement and
composition of vegetation in terms of plant shape
(structure). In terms of technology, remote sensing
can be used to obtain information about vegetation.
Remote sensing obtains information from two
sources: satellite data and UAV data Previous
research that used remote sensing technology by
utilizing satellite data resulted in data accuracy
ranging from 63% - 85% using various methods
[3], [5]. Because satellite data is a traditional
format based on statistical reporting and sampling

surveys, determining vegetation density is critical
[5]. Remote sensing with satellite data has been
widely used in theidentification and classification
of land cover patterns across a wide geographic
coverage, but the use of satellite data, which has a
high operating altitude and is easily influenced by
weather, clouds, and other externa factors, is
being reconsidered. Remote sensing technology
can quickly and precisdy provide spatia
information on the earth surface. The object being
sensed, the sensor for recording the object, and the
electronic waves emitted by the earth surface are
the three main components of remote sensing.

Remote sensing technology can quickly and
precisely provide spatial information on the earth
surface. The object being sensed, the sensor for
recording the object, and the electronic waves
emitted by the earth surface are the three main
components of remote sensing. As technology
advances, remote sensing facilities such as the
Unmanned Aerial Vehicle (UAV) become more
practical and easier to implement. The emergence
of UAV raises significant potential as a tool for
environmental and ecological analysis, such as
monitoring agricultura land, forest fires, arctic
lichen distribution, and mapping of mangrove
forests. The generation of spatial information
based on aeria image data using drones has
enormous potentia for the advancement of remote
sensing technology, such as area classification.
The benefits of using a UAV include faster and
more flexible data acquisition, results that are
more real-time, and low and light operating and
maintenance costs. Apart from the ability to fly
through clouds and produce cloud-free images, it
differs from satellite imagery, which is heavily
influenced by atmospheric conditions. UAV
imagery has a high resolution when compared to
satellite imagery, reaching a spatial resolution of
less than 1 cm, which is much more detailed than
satellite (30cm) and aircraft (10cm) imagery [3].
Optimal results that can be obtained from the use
of UAV in object classification and the
appropriate method for processing data with UAV
imagery.

Before being processed in a classification
model, image data requires feature extraction
techniques to determine certain characteristics
possessed by images to aid in object identification
(image anaysis) [3], [6], [7]. The resulting
features will be selected first in the feature



extraction process to obtain features with a high
influence as a reference for the classification
process. The function of feature extraction is to
extract the necessary information from an image.
Shape, colour, and texture extraction are the three
types of feature extraction. Images with a slight
colour can benefit from feature extraction using
the Gray Level Co-occurrence Matrix (GLCM)
method, which is asecond level statistical method
that computes the frequency of pairs of pixelsin
animagethat have the same gray level and applies
the additional knowledge obtained through pixel
spatia relationships [8]. Using edge information,
the co-occurrence matrix embeds the distribution
of grayscde transitions. The mgority of the
information required to caculate the threshold
value in the GLCM technique is straightforward
but efficient [9]. S. Karthikeyan and N.
Rengargjan use the GLCM agorithm with up to
95% accuracy. Previous research has compared
GLCM feature extraction to LBP, MI, CLBP,
LBGLCM, and GLRLM, with the accuracy results
proving that using feature extraction in
classification using GLCM produces better results
than using other methods. GLCM accuracy results
range from 70% to 93% [9]-[11].

Visua interpretation methods, pixel-based
digital classification methods, and object-based
classification methods are used in land cover
mapping based on remote sensing imagery. Land
cover analysis researchers areinterested in the use
of data mining methods. Land classification,
Machine Learning, and Deep Learning have all
made extensive use of classification methods.
Deep learning, which isincluded in the supervised
classification, is developed and produced by the
machine learning method. Deep learning methods
arewidely used in satellite image analysis because
they are powerful and intelligent in image
processing. Deep learning methods are till
evolving, with the Convolutional Neural Network
(CNN) deep learning method producing the most
significant results in image recognition to date.
Deep Learning has demonstrated that this
architecture, particularly CNN, can learn human-
level solutions to specific visual tasks. This
method has been used extensively in remote
sensing image anaysis tasks such as object
detection in images, image recording, scene
classification, segmentation, object-based image
analysis, and land use and land cover classification
[12]. CNN is one of the most recent Deep
Learning methods to emerge. This method has
been shown to be useful for pattern recognition
and object classification [3]. Previous research
using the CNN method to classify land cover

yielded satisfactory accuracy results ranging from
73% to 98% [3], [12], [13]

CNN has a variety of popular architectures,
including LeNet5 (1998), AlexNet (2012), ZFNet
(2013), GoogleNet (2014), ResNet (2015),
FractalNet (2016), ShuffleNet (2018), and others.
Previous research has compared the use of
architecture on CNN in the field of classification.
The compared architectures demonstrate the
advantage and disadvantage of each, for
architectures that are widely used in the field of
image classification and are relatively new, and
have been compared with several other
architectures, ShuffleNet. ShuffleNet is a very
efficient CNN architecture with fast accuracy.
Research that has used the ShuffleNet architecture
and has made comparisons with other
architectures such as GoogleNet, DenseNet,
MobileNet, Xception, IGCV 2, EffNet V1, EffNet
V2, loTNet-3-5 and ResNet50 in the classification
process states that the ShuffleNet architecture
increases the accuracy of 82% - 98% with less
memory usage and faster processing time [14]—
[18].

The CNN method iswidely used in the field of
deep learning to conduct land cover classification.
GLCM was used to extract features in this study.
The ShuffleNet architecture on the CNN method
will be used in this study. This research was
carried out for a month in the Liang Anggang
Protected Forest area, Banjarbaru block 1 area,
with targeted data collection. Thelocation for this
study was chosen based on observations made
during the observation and survey of the block 1
area, where, according to the 2017 Provincia
Forestry Office, an area of 479 hectares of block 1
area is filled with land such as agriculture,
plantations, roads and settlements, as well as 494
hectares of forest. In addition to being a peatland,
the research site, particularly in block 1, meets the
characteristics and suitability of the needs in
collecting data for land cover classification in
terms of vegetation density types (bare, medium,
and high) that can be seen with the naked eye
during observations and surveys. This study
classified land cover, with a focus on vegetation
density, and the research location was chosen in
accordance with the data requirements. The
objective of this study was to determine the results
of the best deep learning methods in land cover
classification based on vegetation density. This
study created research updates by combining
UAV data with shooting locations in the Liang
Anggang Protected Forest.

Il. RESEARCH METHODOLOGY



A. Research Site

This study was being conducted in the Liang
Anggang Protected Forest in Banjarbaru City as
the biggest wildfire in tropical peatland in South
Kaimantan. This is the [EHGHINMES KPHP's
management aea  The protected forest
designation is based on Minister of Forestry

DecreeNo. 672/Kpts-11/1991 and Kep Menhut No.

434/Kpts-11/1996 with a total area of 2,250
hectares divided into two protected forest blocks,
namely block 1 covering an area of 960 hectares
including Liang Anggang sub-district, Banjarbaru
and block 2 covering an area of 1290 hectares
including the Gambut District, Banjar Regency.

Figure 2. Map of the Liang Anggang Protected Forest Area

The study lasted one month, from November to
December 2021, and focused on the Warning Area
(lock signal area from the airport) that caused the
drone to be unable to operate.

B. Research Procedure

This research was conducted in the Liang
Anggang Protected Forest area by conducting a
field survey to assess the state of the vegetation or
areas within the Protected Forest area. This study
collected image data using drones to capture
images from a height of 20 meters over a one-
month period. Land was assigned coordinates
based on the goal of image data collection using
Google Earth Pro tools. Land with coordinates
was exported in .KML format and later imported
into DroneDeploy (website) to make directing
drone flights on land easier. Then, the imported
KML filewas configured for flight altitude and 2D
or 3D image capture. An illustration of image
captureis shown in Figure 3.
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Figure 3. Illustration of Image Data Retrieval

Before proceeding to the next stage, image data
that has been recorded and stored according to
predetermined coordinate points was processed.
To facilitate operation with the method that was
used later, image data was labelled. The CNN
method was used in this study. |mage data that has
already been processed was then fed into the
classification process using the method used in
this study. Image data was classified using each
method, and the accuracy value was calculated
using tools. The obtained accuracy value was then
analysed and compared to draw conclusions. The
flow of this research is shown in Figure 4.

Figure 4. Diagram of Research Procedure

C. Feature Extraction

The purposes of feature extraction is to obtain
the feature value of an object based on an image
pixel intensity value relationship. The feature
extraction process goal is to extract a specia
(unique) value from each image [19], [20]. This
study used GLCM feature extraction with three
primary features: correlation, homogeneity, and
contrast. The feature extraction results created a
GLCM version of the image using these three
features. Figure 5 shows an illustration or
description of the texture extraction results
obtained with the GLCM feature.
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Figure 5. Result of Feature Extraction

The texture of an image was sought after by
feature extracted images. The training data set
consisted of 2400 images divided into three
classes. This study applied 5 GLCM features to
convert an input 2D image/image to an output 2D
image/image to agray level with agray range of O
to 1. The purpose of this step wasto use gray level
scaling to reduce the image volume to a more
manageablesize. Scaling to agrayscalelevel acted
as afilter, removing some of the noise (de Méello,
2013). Figure 6 shows the scenario of the feature
extraction test results with GLCM.
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Figure 6. llustration of GLCM-CNN Festure Extraction
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D. Classification of Convolutional Neural
Networks
Only CNN neural networks can process grid
structure data, such as two-dimensiona images.
The convolution layer isalinear algebraoperation
that generates amatrix of filtersin theimage to be
processed. A convolution layer process is one of

the many types of layersthat can exist in anetwork.

The image entered into the CNN classification
model created during the fit model stage yielded
an output calculated using the optimized weight.
Asaresult, the classification model created should
be able to classify the testing data into the correct
class. This test was performed to calculate the
accuracy value in the classification model that has
been created. Figure 7 shows an illustration of the
CNN classification process.

B me-

Figure 7. Illustration of CNN Classification Process

Figure 8 shows the classification flow using the
CNN method
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Figure 8. Stage of CNN Classification

E. Classification Analysis

The results of the UAV image classification
using two methods were analysed and the level of
accuracy was determined. This study applied
accuracy testing with a confusion matrix in the
form of overal accuracy (OA) and Kappa
coefficient accuracy. Proceed with the analysis of
the CNN method classification results to obtain
accurate results from the use of the CNN method
inland cover classification.

IIl1. TESTING

A. Image Dataset

The dataset used in this study was divided into
three categories: bare, medium, and high. Thetotal
number of images collected was 3000, with 1000
for each class type category. The classification of
these three classes was based on the condition of
the Liang Anggang Protected Forest where the
research location, particularly block 1, meets the
characteristics and suitability of the needs in



collecting data for land cover classification in
terms of vegetation density types (bare, medium,
and high) that can be seen with the naked eye
during observation and surveys. This study
classified land cover, with a focus on vegetation
density, and the research location was chosen in
accordance with the data requirements. Table 1
shows the results of categorizing three classes of
vegetation density in terms of images based on the
division of the available dataset [21].

Table1.
Image of Vegetation Density!

Type of Vegetation

Image
& Density
T e N
g U} b o Bare
ﬁ"k_ ! BLil WEd
s BN ? j Medium
R:““ High

B. Image Cropping

Because the image data obtained with the
drone was too large, the data was resized by
cutting the image and selecting specific areas to be
used as training data. Cropped image data aimed
to facilitate the classification process, did not take
up much space or memory, and the classification
process was light, so it did not require along time
in the classification process later. The image data
was cropped to 256 x 256 pixels, reducing the
image size to 159 KB. The cropped image data
was classified into three types: bare, medium, and
dense/high[22], [23]. Figure 9 shows the cropping
results of image data.

T

Figure 9. Image Data Cropping

C. Segmentation

Image segmentation was used to distinguish
between objects and backgrounds [24], [25]. The
separation process was designed to make
classification and calculations easier. The image
segmentation process was based on the difference
in theimage grayscale. To convert a colour image
with r, g, and b matrix values into a grayscae
image. The segmentation method, namely
thresholding, can be used to change the colour

image. The most basic method for segmenting was
image development or image thresholding (de
Mello, 2013). Thresholding was used to change
the number of gray degreesin animagein order to
create a binary image with pixel intensity values
of Oor 1.

D. Feature Extraction (GLCM)

In this study, GLCM was used for feature
extraction, with three main features used:
correlation, homogeneity, and contrast. This
method was used to classify images, recognize
textures, segment them, recognize objects, and
analyse their colours. In-the neighbourhood
between pixels, GLCM had four angular
directions: 0°, 45°, 90°, and 135°. When the angle
was 0° the pixel density was calculated by
moving one distance to the right. Pixel adjacency
was calculated using a 45° angle and 1 pixel
distance to the top right. The angle is 90°, and the
pixel density was calculated by a 1 pixel distance
on top. A 135° angle was used, and neighbouring
pixels were caculated by moving one pixel up
[26]. The gray level of pixels was compared based
on angle or neighbours at 0°, 45°, 90°, and 135° in
this study. The feature extraction process was aso
compared the results of previously segmented
images to those that have not been segmented.

V. FINDINGS

A. Result of CNN M odel

The formation of network architecture in the
CNN dgorithm can affect the results of model
accuracy. In order to produce an optimal model,
network architecture was used during the training
process. This study applied an input image with a
resolution of 256x256x3, with the am for
reducing image size so that the classification
process took as little time as possible. This study
applied the second version of the ShuffleNet
architecture, which included one convolutional
layer (Conv5), three stages (consisting of
convolutional and shuffle units), one pooling layer
(using Maxpool), and fc. The input image in the
shuffleNet v2 model was 256 x 256 in size. The
convolution and maximum pooling layers were
added to the model’s initial position to reduce the
size of the feature graph. The convolution layer
and pooling layer were replaced at the initia
position by the convolutional layer (Convl) with
a3 x 3 kernel, and the BN layer was added after
Conv 1 and Conv 5. Figure 10 shows the flow of
the proposed model.
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Figure 10. Flow of Mode Shuffle Net v2 Model

The results of training and testing accuracy
were obtained after going through severa
processes in the CNN algorithm. The value for
training accuracy can be found in the "Accuracy”
column, while the value for testing accuracy can
be found in the "Validation Accuracy" column.
Accuracy was the value calculated by calculating
the accuracy of the training dataset and model
predictions. Validation Accuracy is the vaue
caculated by caculating the accuracy of the
validation dataset and predictions from the model
using validation dataset input data. This procedure
used a tota of 50 epochs. Previously, epoch
comparisons were performed to determine the
accuracy and validation results of each training
with a different number of epochs. This epoch
comparison was intended to find the best model.
The number of epochs compared ranges between
25and 100[27]. The use of epoch had asignificant
impact on the resulting accuracy. Because epoch
can improve accuracy and the resulting accuracy
was stable, it was critical to use the correct epoch
in training data to achieve maximum accuracy.
The table below compares training results based
on the number of epochs.

Table 2.
Comparison of Epoch
Accurac
Epoc Accurac Lass y Validatio Tim
h y Validatio  nLoss e
n
25 orde%w 0% 719 10176 20M
6 nute
0.035 56mi
0, 0,
50 98.75% 8 81.33% 1.2536 nute
Thou
75 9908% °%%7 744 24506 '
9 32m
inute
2hou
0.021 r
100 99.29% 8 74.17% 1.1251 20m

inute

Thetraining model's accuracy with atotal of 50
epochs is 98.75% with a loss of 0.0218. The
validation accuracy value for the 50 epochs is
81.33%, which is higher than the other epochs.
According to the table, the closer to the highest
epoch, the higher the accuracy obtained from the
testing results. However, if more than 100 epochs
are added, the accuracy value decreases because

too many epochs can aso affect the large number
of datasets. The testing procedure used training
data consisting of 2400 image data and 600 image

Matrix Predict Class
Bare Medium High
Actual Bare 209 0 4
Class
Medium 9 92 88
High 8 12 178

data for each class, as well as 200 image data for
each class. Table 3 shows the results of the
confusion matrix.

Table 3.
Confusion Matrix

Based on the results of table 3, the model's
predictions on the new data testing data show
promising results. Although the prediction of the
Bareclassis correctly classified as the Bare class,
up to four miss classifications from the Bareimage
data input are classified as the High class. While
the Medium class prediction is correctly classified
as the Medium class, as many as 9 miss
classifications from the input image data are
classified as the Bare class. In addition, up to 88
misclassifications of input image data are
classified as High. The High class prediction is
correctly classified as the High class, but up to 8
miss classifications from the High image data
input are classified as the Bare class. As many as
12 misclassifications of input image data were
classified as Medium. The overall accuracy of the
matrix and kappa accuracy are calculated as
follows:

Overall Accuracy = 469/600 = 80%
Kappa = 70%

So, the model's accuracy with a 256x256 input
image and a total of 600 image data obtained an
accuracy value of 80% and a kappa accuracy of
70%.

B. Result of CNN Model with GLCM
The addition of three GLCM features, namely
contrast, homogeneity, and correlaion, is the



result of the next training model. The procedure
involved extracting 3,000 GLCM result image
data and producing 9,000 image data that was
processed by CNN. This study also compared the
direction angles of 0°, 45°, 90°, and 135° to extract
images per angle. The GLCM process used a total
of 27,000 image data through the segmentation
stage. This was done to determine how well each
feature performed in the image classification
process.

For the GLCM process with CNN going
through the segmentation stage, the results of data
training with the CNN model and each GLCM
feature by going through the segmentation stage
with 9,000 data for each angle, can be seen at an
angle of 135° getting the highest validation
accuracy value from other angles, namely 60.11%
with a value validation loss of 0.8460. For each
feature, this training procedure applied a total of
50 epochs. This training process took
approximately 20-30 minutes per corner. Table 5
shows the results of the GLCM training data per
corner.

Table4.
Comparison of Training Per Angle

Valid

Accu ation Vel
Angle Loss ation Time
racy Accu s
racy
0° 9524 0.137 5028 0609 29 mnt
% 7 % 6 6 scnd
Aco 9499 0134 5039 0552 31mnt
Matrix Predict Class
0 k) 0 O IZ7SCa
135 9626 0117 Bge.ll Medad  3tHigh
% 6 % 0 11 scnd
Actual Bare 407 92 83
Class
Medium 54 419 137
High 83 218 307

The training datais 9,000 images, and the test
data is 1,800 images, with 3,000 images in each
class. Table 5 shows the confusion matrix results
for the CNN model process with GLCM that went
through the segmentation stage.

Table5.
Confusion Matrix

According to the results in table 5, the model's
prediction results on new datatesting dataare poor.
Although the prediction of the Bareclassis correct,
as many as 92 miss classifications from the Bare
image data input are classified as Medium. In

addition, up to 83 miss classifications from the
Bare image data input are classified as High.
While the Medium class prediction was correctly
classified asthe Medium class, as many as 54 miss
classifications from the input image data were
classified as the Bare class. In addition, 137
misclassifications of image datainput Medium are
classified as High. The High class prediction is
correctly classified as the High class, but up to 83
miss classifications from the High image data
input are classified as the Bare class. In addition,
218 miss classifications from the High image data
input are classified as Medium. The overal
accuracy of the matrix and kappa accuracy are
calculated as follows:

Overall Accuracy = 1133/1800x100% = 62,99%
Kappa = 44,37%

So, with an input image of 256x256 pixels and
atotal of 1800 image data, the model produced an
accuracy val ue of 62.99% and a kappa accuracy of
44.37%.

V. DISCUSSION

When the CNN model without the GLCM
process was compared to the CNN model with the
GLCM process, the comparison was quite far from
the accuracy values obtained. The CNN model
achieved an accuracy of 80%, while the CNN
model with GLCM achieves 62.99% segmentation.
This showed that the CNN model outperformed
the GLCM process. According to the findings of
the analysis, this occurred because the gray level
in the image was leveled during the GLCM
process, resulting in white and black colorsin the
image. The colours in the original image changed
to white and black, resulting in a classification
error. The GLCM process rendered the image
colourless and rendered the entire image black.

During the testing of new data, there was a
misclassification caused by nearly identica
vegetation types. The input data for the CNN
model was original image datawith different types
of vegetation, but based on the researcher's
analysis, even though the texture between medium
and high vegetation was different, the CNN model
still had difficulty distinguishing and recognizing
medium and high classes if the data
simultaneously has the characteristics of animage
that was filled with vegetation even though the
type and texture of the vegetation was different.
The CNN model with the GLCM method had alot
of misclassifications. The first reason was that the
origina image's colour had changed, making it



difficult for the model to distinguish between
classes. The second issue was that the type and
texture of the vegetation were not visible in the
image, so when predicting with the CNN and
GLCM models on prototypes, the bare class data
was read as medium class. High class reads as
medium class. This research is the only research
to classified vegetation density in tropical peatland.

V1. CONCLUSION

The conclusion is that comparing the CNN
model without the GLCM process to the CNN
model with the GLCM process produces a
comparison that is quite far from the accuracy
value obtained. The CNN model achieves an
accuracy of 80%, while the CNN model with
GLCM achieves 62.99% segmentation. This
demonstrates that the CNN model outperforms the
GLCM process in land cover classification. This
demonstrates that the image processing process
has a significant impact on the classification and
prediction stages in vegetation density in tropical
peatland.
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COVERLETTER

UTILIZATION OF UAV IMAGES FOR PEATLAND COVER CLASSIFICATION USING THE
CONVOLUTIONAL NEURAL NETWORK METHOD

Land cover is an important factor in geographic analysis, ranging from physical geography
studies, approaches to sustainable planning to environmental analysis. Vegetation analysis
according to the Indonesian National Standard (SNI 7645:2014) is classified based on density. The
vegetation density index is divided into 4, namely non-vegetation, bare, medium and high. In the
technical aspect to obtain information related to vegetation, this can be done using remote
sensing. Remote sensing uses two data to obtain information, namely satellite data and UAV
data. This study used UAV data with shooting locations in the Liang Anggang Protection Forest in
classifying land cover. The method used was Convolutional Neural Network with feature
extraction used in this study was GLCM. This research used the ShuffleNet v2 architecture on the
CNN method. The findings of this study used two models, namely the CNN model without the
GLCM process and compared to the CNN model with the addition of the GLCM process, resulting
in a comparison that was quite far from the accuracy value obtained. The CNN model obtained
an accuracy value of 80%, while the CNN model with GLCM using segmentation was 49.9% and
without segmentation was 44.53%.

Classification; class; CNN; GLCM; accuracy.

Type of manuscript (please specify):

[ Researcharticle

[] Review article

[ Brief report

[ Short communication
[] Research note

Yuslena Sari
JI. Brig. Hasan Basry Kayutangi Banjarmasin, Indonesia, 70123

Telephone# Fax#
+6285247175500

Email
yuzlena@ulm.ac.id

| hereby confirm that the manuscript was prepared in accordance with the instructions for authors of
scientific publications, and that the content of this manuscript, or most of it, was not published in the
journal indicated, and the manuscript was not submitted for publication elsewhere.

O I hereby confirm my consent to pay the Article Processing Charges (APC) EUR 450 in the case of the
manuscript acceptance for publication. | am aware and hereby confirm that the APC is non-refundable.

0 | hereby confirm my consent to make the payment for English Language Editing Services (EUR 150).

Publication fee payer details




Signatur e of the Cor responding author Date



Copyright Agreement

Manuscript title: UTILIZATION OF UAV IMAGES FOR PEATLAND COVER
CLASSIFICATION USING THE CONVOLUTIONAL NEURAL NETWORK
METHOD

Full names of all authors: Novitasari Novitasari, Y uslena Sari, Yudi Firmanul Arifin, Nurul
Fathanah Mustamin, Erika Maulidiya

Full name and addr ess of the corresponding author :

Y uslena Sari

Telephone/Whatsap: +6285247175500 Fax: Email: yuzlena@ulm.ac.id_

(1)
()
3)

(4)
(5)
(6)
()

License Agreement

Authors own all the copyright rights for the paper.

Submitted manuscript is an original paper.

Authors hereby grant the Issues of Journal of SWJTU with an exclusive, royalty-free, worldwide license to email the paper
to all who will ask for it.

All authors have made a significant contribution to the research and are ready to assume joint responsibility for the paper.
All authors have seen and approved the manuscript in the final form as it is submitted for publication.

This manuscript has not been published and also has neither been submitted nor considered for publication elsewhere
The text, illustrations and any other materials, included into the manuscript, do not infringe any existing

intellectual property rights or other rights of any person or entity.

The editors of the Issues of Journal of SWJTU, its personnel or the Editorial Board members accept no

responsibility for the quality of the idea expressed in this publication.

| am the Corresponding author and have full authority to enter into this agreement.

Full name, affiliation and position: Y uslena Sari, Department of Information Technology,
Universitas Lambung Mangkurat

Signature: Date: 28 April 2023




UTILIZATION OF UAV IMAGES
FOR PEATLAND COVER
CLASSIFICATION USING THE
CONVOLUTIONAL NEURAL
NETWORK METHOD

by Novitasari Novitasari



VW WM Kk ER

BITEBON an ANAL OF SOUTHWEST JIAOTONG UNIVERSITY iaianh

MEHEIZR
155N (2582714 DM 10357 A k=n M2SK-2T 2457 Al
Category

Plesiae sehact the gy of yoer maratsoripo

faee Anther Cilldelines )

Chlegary.

Plense select ibe mowi mmninhle Tasld ok sciemtific resesnch
feram the appersed bl ol the gamaal cseronies

UTILIZATION OF UAY IMAGES FOR PEATLAND COVER
CLASSIFICATION USING THE CONVOLUTIONAL NEURAL NETWORK
METHOD

Novitesard Movitnserl. Yusleno Sar™ . Yudi Firmanol Acifin®, Sorl Fathopsh Mistemin®, Erika
Maubidivar
“Dreprtomeni ef Civil Exgincering, Univorsits Lambung Mangeral
11, Brig. Hasan Bosry ., Banjarmasia, Indosesis, novinsan & ulmac id
MDepparteens of Informaoios Technodogy, Universitns Lombong Manghura
I Brig. Hasan Bacory, Banjamasn, Indonesia, yuzlomaulmac.il
“Faculey of Forestry, Universitas Lamvbiung Mongkurat
I Bng. Hism Boary, Bungarmesan, Indomssio, yedifimmessal Sulme e id
“Phgastment of Information Technobogy, Univirla: Lambeng Mangkaral
H. Brig. Hasan Basey, Banjannasia, Indonesms, aural mustanmn@ulm oeid
Crepartment of Infurmation Techmalogy, Univer<itas Lambung Mangksr
M Brig. Hesan Busry, Bonjirmacin. Endonesin, DEI0E 172301 7060 mbe wim_oc dd

Received: 8 Revieny % Aocdpred! & Prliizhed

ThiT carifioie &7 o -0 o vess et icle airstrieded’ sondey dhy ey o congdisima ef de Cremtiny Crommmons
Araritandon Livewss e Shergaani Ve prsvaaiild G il T T A

Abhmiruct

Laiwl cover & an lenportant factor in geographic analysis, ranging (roe physical geograply stodbes,
mppriaches b sustoinahle plonning te envirenmental snodysis. ¥Yegetation anolyves secording to the
Indinesiom MNationn! Stemdard {551 76852004} is chasified baed on densidy . The vegetation density
indlex Bs divided e 4, pamcly mon-vegetatbon, bare, mediom and high, In the technical sspect o
olitaiin nforination reated o vegelation. this cai be dooe nsiiig ramele sesing. Boapde sensdng uses
twdata to chtain information, npmely satellite dota and UAY datn, This stody pssd TAY data with
alvmating losations b the Liang Anggang Prodectbon Forest bs classifving land cover, The method asid
wits Conviduationn] Newrul Metwork with feafore exiruction used in this stody was (GGLCM. This
rescareh used the ShoffleMet v2 prechitector e on the CNN methed, The findings of this study ased two
mendels, mamely the CNMN neodel wighowt the GLCM process and compared to the CNN maode] with
e addition of the (GLCM prodcss, resulting i a comparson thal was guite e fom the sccucacy
vithie idimined. The CNN moded chtainesd an sceonracy valoe of 80%, while the OSSN mide] with
CLOM unslng segmentatbom was 49 9% g withoot sepmentation was 44.53%
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I. INTRODUCTION

Fromv  phyvsical  peogrophy  stodkes 1o
approaches 0 sustindble planging o
enviranmental anabysis. lmd cover bs an important
fuctar m  geopraphic analvss. Envionmertal
adlysis peeds surlfice  vegetathon-based land
cover inbommution | ] The entire plant of an arca
that serves # o loed cowver Bs referred 10 08
rpeation. Vegelation is the emire plant ol an anea
that zerves @ o lomd cover. Acconling W the
Irdome=ian Matwomal Standsad  [2], vegetaton
andlysis 5 Classified based on density. Non-
wegctation. bare. medium, and high vepetation
density bmleses are used [2] In additson w
dEermining the bevel of vogetation detsin on and
cover., it is important in be shls o distinguish
wegetation deneity mn ik form of an anage, which
mokies dat processing  wsier, MoA. Harshop
conducted research which provades an image of
the chmsificaion of vepewion demsity classes
beased o thee Ivsges daswn o Figure |

[1:d} fcl 11

Fagine 1, jmi Mon Vepslion, (bl Bare YVepeldio, 14)
Moduim Vepetdion, i} High Yepaistion

Yegetation analvsis is one methaod for studying
the amangement snd conspesion ol vegetalion in
terms of plant shape (structared. Tnoterms ol
techinnbegy, repme sersing cap he used s obiain
miftemation obout vegemtion. Femste sersing
ohtais infammation from vao sousces: saselin
data and UAY data. Previous resesrch that used
remude =nsing techoology by utilizing sakelline
ifain resulbied m datn accumey ranging fram B35 -
A3% ueing varmos metheds [1], |30 Becauee
saiellite data is o tmditional Fommot based on
statistical  seporting  and  sampling  surveys.
determining  vegetation densily is cmtieal [3.
Femote sensing will satellite datahas been widely
used in the ilentification and classificabon of L
COvEl paTlemE s 4 wide geopraphic coverage,
but the u=e of miellite daty, which has o high
cperating altdade and B cosily influenced by
wiatlher, clouds, and other extemal factors. s
being meonsidened. Remote sensing fechnalogy
cun  guickly und  precisely provide  spatial

infrrmention on the @arth rfiace. The ohjeo being
sensed. the smsar B recordmg the abject, and 1he
elecimnic waves emiltad by the eurth suface are
the three muin componenls of remole sensing.

Remots sensimg fechnology con guickly and
precisdy provide spiol mfonnation on the canh
surfuce, The nhiect heing sensed, the sensor for
reoneding the object. and the cledininic waves
emitted by the parth surfoce are the three main
comproents of remate sensing. As fechaplogy
mlvonces, emote sensing focilines sach us e
Unmaenel Aerial Vehicle (LAY} become more
practical and sasier o implament, The emerpence
of DAV raises significan potental 45 4 tool for
environmental and ecological anaolveis, such os
monitering agricaltunl band, farest fires, anctlic
lichen distribution. and mapping of mangrove
foresns. The genecation of spatial Eformastion
hasedd on neral image dotn esmg drones hos
enarmous potential tor the sdvarcemem of remats
sensang technobgy, sach o arca chissifcotion.
The benefits of wsing o DAY include fuster and
miore Tlexibde e acguistibon. resulis thot ane
e reakLme, and ke aod lght operating amd
mininienance cesks A from the ahility 1o {1y
throagh clouds and produce eloml-free insages, it
differs from satellite magery. which s heavily
influcinced by strespherie  condibons. UAY
imagery his a high resoluten when compared 1o
satillise isgery . reaching 2 spatsal resodution of
les than | cma, which = mach mors detniled thon
sadellie (30cm) ard okreraf {00eoi) amageey (1
Crptimal results that con ke abtaincd from the wse
of UAY in cobiea chsdfication opd  the
approgiane methosd for processng data with 1AW
imagery

Hetore being  processed in o classification
mockel, Emage datn requircs feabare  extraction
lechnigues 0 delermine certain charciersbes
possessed by imoges wo aid in ehject identification
(imape analysisd) [1], [#1 [5). The resolting
featumess will be selecied flost Im o the  festun:
extrocEon process in abiain featums with a hieh
influcesee ae 2 reference for the clssificstion
process. The function of fcalure exirsciion i o
exrnct the recessary information from an image,
Shape. aibour, and eXmre eXrscison are he thee
types of feature extraction. Images with a slight
codour can benetil from Featare estmction using
the Ciray Level Co-occurrence Muoinx {GLCM)
methed, which is asecond lewsz] statistical iseibod




that comguies the frequency of pairs of piscls in
an ke thit hove the same gray level and apolics
the mlditiored knowkedge otiainegd through plasl
sptial pelationsleps [B)L Usng cdge infemiation,
the oo-poourrence matrix embads the dignbution
of prayscale tmmsitions. The majonty of the
information reguired in calculate the threshold
withue in the GLOM technigue is siraightfcward
bt efficient (7], 5 Karthikeyan and N
Rengzarajan tse the GLOM algarhibnn wih up o
Y5% uccurncy. Previous meseanch has compared
GLCM feuae extraction o LBP. ML, CLBP,
LEBGLCM, and GLELM  with the sccuracy nesalts
proving i using  Feptore estrsction  in
clagsification uskng GHLOM procinces beter ieaalts
hin wsking ofher methody, GLC M securacy ieaalts
range From 70 w0 935 7] 9],

Visun! mterpictation metods,  piscl-bosed
digital closification methods, ol object-based
clussification methods ore used in land cover
Epping besed on terote sensing ingoery. Land
covil mmaly=is researchers an mbenessed in the use
of datn miming methods, Land  classification.
Machine Leaming, and Deep Leoaming have all
nede exiensye use ol chssilfotion methods.
Deep learning . which is included m the sipervised
clagsification, i+ developed and produced by the
ichiene beariing meshod . Deep baamning mihods
are widely wmed in satellfe mmape anabysis boconse
they are powsrful and  imtellipest in bmage
provessing.  Deep learning methods  ane sl
svalving, wah the Convedutianal Mearml Netwoark
(MM deep kamimg method producing the most
significant resolts in Bmage recogrition bo dade.
Decp  Leaming  has  demonstmited  that  dhis
architecture, panculaly CHN, can leam haman-
level solitims W specilic visual Esks. This
methied hae been used extensively in remme
semsing image amlvis tadke such as abgec
detection in mmazes, immpe recording., scene
clussibication, sepmemtation. ehject-based image
anin by, and Dnod wse ard b cover clssfication
[HE. CHM 2 ome of the mosl recent Deep
Leaming methads bt emerpe. This methid has
been shown o b useful For postem recognition
and object classification [1]. Previous mesearch
using the NN method o classafy land cover
yhelded satisfcwry occuracy resulis rngmg fom
THGE oSS [ LLIRE L]

CMM hos a vorety of popular architectunes,
including LeNeds | 19985, AleaMet (20021, ZFMa
2013 Ooogledet (2004), BEesMel (2085},
FractafMet (300141, ShoffleMet {2018], and others.
Previmss research has compared she wse  of
afchitectre ain CTN i the Frebd of classification,
Th= compuored orchitectures  demanstrsde  the
advaniage  and  dissdvanioge. of cach, for

architcchures that are widely used m the Pekl of
imoge classificmbon and are melatively pew, and
have  been comparsd  with  severnl  ather
aichilectures, ShuffleMet ShuffleMet 15 & very
a=fficient CMN archilechore with fust pcouracy.
Raezearch that las used the ShuffieMet archateeture
and  has  nmewle  comporsons owith odher
archiiecires such a5 GoopgleMet,  DenselNed,
MophileMet, Xeeption, IGCV2, Efftet V1, Effae
VI, Lo TMer-3-5 and ReaMetS0 i the classification
process stales that the ShufileMet architecturs
Ingremsen the securacy of 22% - U85% with less
nsemory wage axd lasler pocessing time [125-
[16],

Tz CT9 Mmoo is widely used o the Tield of
deep leaming b conduet land cover Classification,
GLCM was used Lo extroct feabares m this shedy.
The: ShuffleMer architecture on the CHMN method
will be uscd in this sudy, This rescarch was
camied ¢ for 2 month in the Liong Anggang
Priveted Foresd ares. Banjabare Block | area,
with targeted deta collection. The kecation bar this
siudy wos chosen based on observaineons made
during the shservation and survey of the bleck |
aea. where, acconding oo e 3007 Prosincel
Forestry Office, on aren of 479 hectares of bock |
amga ig filled with Bnd such as  agricelre,
plantmions, foade and sentlements, as well a5 494
hectares of forzst. In addikon & being o peatland,
e resewsch site, particularky in bleck |, meets the
characieristics and  sumabilicy of the neweds i
colecting data for laned cover classification in
terrne of vegetation density vpes {bare, madium,
and high) thai can be seen with the naked cye
during. obsereatiors and  surveys. Thas study
Clussi fied lurd cover, with g Bxus on vegetation
dermity . and the rescarch oo wis dhosen im
acoordance. with the dum reguirements. The
objectivie af this study was o deternmne the noaalis
af thz best deep learning methods im0 land cover
clusai hication based n vegebmion dosity. This
sfy crealed resewch updows by combining
LAY datn will shosting bocations (o the Liang
Anggang Protected Fromest

1. REsEArCH METHODOLOGY

Al Research Sie

This atady wos being conducied in the Liang
Anggimgz Prisecied Forest m Banprbar Cily,
Sowddh Kalimemtan, This ks the Tangi Timber
EFHPs mamagement aren, The protected foses)
designution 1= hakad oo Minister of Forestry
Decrse Mo, 6720 pis-10 194900 and Kep Menhut M,
43K 9% with a todal area of 2250
Dectames doyvided dvks twe proteded ot blocks,
mumely hleck | covermg an nren nf 960 hectares




inchoiding Lang Anpgang sub-distmo, Banjarban
apd block Z covering on arca of 12%) heciares
inchuding the Gambat Dvisiricr, Banjor Regermy,

1 — g o Ll [

L mrs Fer gl comem
| IS S— -
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Figure &, Map ol 1o Liang Asgerang Protvaed Poresi deea

Thez abaddy lested soe nemth. fom Movember o
December 2021, i focssed on the Warning Anea
thack signal nrea from the aimpent) that coased the
drorsy o b unable 1o opean,

. Rescarch Procodure

Thiz ressarch was coiducied ;e the Lang
Angmang Protecied Forest area by conducting a
fuzld suarviy (o assess the etune of the viegetation of
arcas within the Protectod Forest anca, This sisdy
collecied mmage dulz wsmg dropes e coplure
images from a height of 20 meders over a one-
momth period. Lasad was assigned  coonedinales
hased on the goal of image dafa callection using
Cronpgle Eurth P deals. Land with coonlinaes
wie oxpotied n KML feemat sod Datee bmpomed
inta DrmoneDeplve (websilcl %0 make directing
drore flights on laml coser. Then, the imponed
K ML (e was configored Cos ight altiade and 20
or A1) image copture. An sBustration of imoge
copduse s show s Frgune 3,

o oy B i e

Figiae: 3. Tlustetin of loape Dui Rotricval

Befose procecding 1o the nest stage, image data
that has been recorded arl siomred according o
predetermined coonlirnie points was processed
To facilwane operation with the mehod thar wag
used later. image data was [ohelled. The CNN
miethed was used inilds study, limage doto that has
abeady been processed was then fed imto i
clhassilbation process gsing e oethed wed dn
this siudy. Imape dam was clasified nsing each

mcthed, and the sccurncy value was colenlksted
using 1mafs, The obtaimed scoumcy value was then
analysed and comparad (o driw conclusions, The
oy af this reseaich 5 showi in |'1,[.'L1|'€' 1

b
|
] ]
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| |
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Figare 4. Braigram of Rowarch Paocedart

. Festure Extraction

The purposes of Feiare extractiom is to ohiain
the festure value of an sbjeet based on an image
pixed irdensity value melstiorship, The festuns
eufroction proecss goal is Lo exiract a special
luniguey vahe from each muage [17]. [TR]. This
siudy  msed GLOM featione eaimaction with thee
primory featurss: comelstion. kemogensity, and
contrast, The feaure extraction wsuls created o
GLEM verson of the imoge using these three
femupzs, Figue 5 shows an illudmiion or
description. of she fexiure  exuraciion  resulis
e wich the GLOM Feamre.

Figmo 3, Bisealt of Frasers Eximcdon

The texiure of an image was sought alter by
fepture extracizd images, The truiming datn set
conslided of 2H0 images dividad o thnes
classes, This study applied 5 GLEM leatures o
comvert an mpat 20 bnageimags o an outpat E0
ingefmage to a gray kevel with 2 gray range of 1




ta 1. The purpesc of thas sbep was ba use pray level
scaling o reduce the heape vofume o4 mExe
manageable sive, Scaling o agravseale level acoed
as @ fhled _ pemoving some of the pose (de Melbo,
211 %), Figure & dhows the swenana of the feature
exirasion test resulis with GLOCM,

Pigare & Husirmews ol GELOW-CHMN Featare Eximciins

I Clsssificaiqm of Convidutionn] Meural
Metwarks
Cindy CNN newral networks can process grid
struchure dafn, such os fwn-dimensianal images
The comvolutian liyer is 2 lmear algebo aperation
thit generatos a matrin of Tilters in the mage o b
processsd. A corvolubion laver process is one of

the mary v pes of lvers thatcan exist in o network.,

The nmge ecfered o fhe RN classilication
muie] created durmg the fit mnde] sage yvielded
an awipal caloubied using il optimared weipht,
Ar s mesudl, the classification mode | created shoubd
be abie to clussify the testing dato inio the cornest
cluss, This st was perfarmed 1w culculae the
sccuracy value in e classilicacion moelel e has
bheen cremted. Figure 7 shows an il histration of the
CHN clissfcation process.

8
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Fagsrm 7. Mustragwon of CHE L lassifosion Process

Figure 3 shows the classilication ow miing the
CHHN methind

—_—T

Frgues 3, Siggr ol CHN Clissilicsixm

E. Classifeathon Analysi

The results of the UAY image classibication
using few method: were annlysed and the level of
accaracy Wi dClermingd. This sunly  applicd
accaracy esling with a ooolusion matna id the
foem of overll accumcy {GA) and  Kappa
coefficient accuraey, Procesd wish the sealyas of
the CMM method classaficatom results o rbiuim
aconrate pesubts from the use of the CHN method
i lamd oover Clasailicalion.

LI, TESTING

AL limage Dhataset

The dalmset meed in this study was divided inbo
thgecategorion; bare, rmedivm. and high, The tesal
number of mmages collected was R, wigh 1000
i 2zach elass ppe ctegary. The elassification of
these three clusses was hased on the condiion of
the Liang Anpgang Profecied Forest where the
research location. particulasly bliock 1. meets the
charpcteristics and  subtnbility of the necds i
codlecting tatn lor laml cover classification
Iermns ol vegehlion density Dvpees { bate, medium,
and high) tha cun he szen with the naked eye
duripg  abservation and  survevs. This stady
classified land cower, with o focus on vegotation
density, nnd the research location was chosen in
actordanee With e dal eguieements. Table |
shivas the sl of cateporizing three classes of
vegetation density i terms of imnges based on the
division of ibe available dataset [19],




Tahle 1.
brvage of Yepetanon Demrty

Tape of Vepelata
Iezape
1lemsdiv
mEE -
HEE
High

B, Insapge Crapplng

Hecause i image dabn oboed with b
dramz was oo lurge, the dota ans mesized by
cuting the imags and sclecting specific aveos fo be
Usid s taining dita, Croppead mage data aimed
to fucilfnte the clhssification procees, did nob ke
up il space of memary. and the clsgification
process wae light, so it did not require a beng i
i the classificatzon process later, The mage data
wis cropped o 256 x 256 pixcls redocing the
birage sine 1 | 5% KB, The eropped bnsage dia
wois clmssified imio three bypes: boare, mediom, 2nd
dunsgigh [20], [21]. Figune 9 shows the cropping
reaalts of image dara,

Frym U beige Dla Croppeg

. Sepnsnation

Image sepmendation was used o distinguizsh
betaigen ohjects and backpraunds [22] 23], The
eeparation  peosess  was  desipeod  to make
clmsitvcation and calculations casier. The image
sepmenialion prosess wis based on the difference
b e v gray scale . To comvert a codour image
with r, g. and b matrix vahies imn a proyvscals
imge,  The sopimerdabion  maibod,  nomaly
theeeholding, can be used 0 change the cobour
mmmge. Thi mist basse method for segmemiing was
image development o imape thresholding (e
Bdebio, 2003 Theesholding was used 1o chddgs
the number of gray degrees inun mage inorder In
create 2 hinory image with pixel inteosity vobugs
iflbor 1,

I, Festure Extraction (GLOM)

In this sody, GLOM wis msed for featune
extmaction, with three main feahares  used:
correlation, homopgencily, omd  eomms. This
methes] was wsed o classify inuges, reosgnoee
lextures, segment hem. recognize. objecls, and

malyse their colours. In the meighboarhood
between  pincls, GLCM had  four  angular
direcoms (7, 45°, 907, and 1 35°. When the angle
w1, the pived densiy was cakeulaied by
mowing ooe distance 1o the Aght. Pixel adjscency
v caleulunsd weing o 45 angle and § pimcl
distuxe 1o the tep reghl. The angle is 907, and ibe
pined densily wes caleulaied by g | picel distapece
on g A 135° anple wis used, ond neighbouring
plucle were calenkied by moving one pisel op
|24]. The gray beved od pinels wus compared based
on angle or neighbours af 07, 437 0F and 135 in
this study. The feature extracon pracess was also
comparel the mesulis of previonsly segmensed
images (o e that have nel been @ pmented,

IV. FisminGs

A Hesylt of CHM Modol

The formation of petwork wchilecture i dhe
CHHN alzosithm con affen the mesabis of mdel
accuncy. In eader Ly produce ao oplimal msadel.
netwnrk archiecruse wis ussd during the raming
process. This stucy oppied an inpad image with a
resolutzen  of 236a23683, with the sim  for
recucing image size so that the classifwation
process ok as licle time as possible. This siady
appled e second version of the ShifeNe
archatectire . which included one comvalubional
layer - {CeomvS). three zsapes [consistop of
convalaticanl ol shaffleunits ) oos poaling layer
jusing Maxpowl), and fo, The imp imaee m the
shuffleMet +2 model was 2536 & 256 in =iz, The
convalihinn and maximunm pooling lavers wiine
added o the model’s initm] pesition o reduce the
size af the festupz gruph. The convalution layer
and pooling layer wore eplaced ar b initial
pasition by the convolutsonal layer {Convl) wilh
n ¥ ou 3 kernel, and the BN kayer was added afier
Cony 1 and Conv 3. Figure 10 shonws the flow of

the proposed maoded.

Fagare 1L Fhow ol Siake] Kbl Tle 3t w2 Mlisde|

The results of truming and festing socarocy
were obtomed  afler going  through  severml
processes i the CHN algocihm, The value (or
Inkining aocuracy can b foursd in e " Acouracy”
coslummn, while the value for testing accuracy con
be found b the *Valldation Accumey” column,




Accurcy was the value cobealaicd by caloulating
the wecuracy of the trining damsel aml mode
predictions, Validatbon Accuracy s the value
calculaad by calcubsting the socoeacy of the
villidatina datosed and predections from the model
usimg waldution detaset inputdata. This procedure
wsed a2 ozl of 30 epochs. Prevewsly, epoch
coniprisene were perfiormed e deemmine the
acouriey and validation resublis of each training
willt o different parmber of epochs. This epoch
comparison wis imended 1o ficd the best made].
Tl nuaber of epochs compamd ranpes bapween
25 amel 10D |25]. The use of epoch bad a significani
impact on the resulling accurcy, Because epoch
can beprove accuracy and the revalting aceuracy
wig stable, (L was erircal s the cormc apach
in rainmg dats to pchieve maximuam occuracy.
The: table bekrs compurs: training results s
o the mumber ol gpochs,

Tl 2
Companson of Epsch
Anxiiray
Epsr  Aceurar Lok ¥ Valkintio  Tim
h y o Walidstin  u Enes “
1]
= a Ik 2w
5 T ARG L% 10
s } g iy -
L] T L5 alas EfAkn 12430 Sl
X L]
18w
aner r
T8 W IR 14 AL
- - g Eai 3m
(- 11"
Thisa
e IR r
{1 90 e = T4.1T% 11341 €m
i

The raining weckel's nocuracy with atal of S0
epochs (s UK T5% with a loss of (U2IR. The
vilidatinn pecuracy value far the 50 spochs is
£1.33%, which ks ligher than the ether cpochs,
Acconding o the whle, the closer 1o the highes
epochy the higher the acouracy obtined from the
testing resabts, However, if mare than 100 epochs
ang addid, he aceuracy valie decreases becagse
too many epochs cun alse offect the large namber
of dadnsets, The westing provedure used training
s consisting of 2400 bmage dat gnd S0 mage
clara or each class, s will as 2000 irnage data Tor
each cluss, Tahle 3 shows the resulis of the
confusion maire

Tadhale 3.
Confusian Mons

Mairis Fepdlint Ciam
Akare L5adiam Hlagh
A [ 1] u d
e
Bhedk im ) L] as
i Ch 1T TH

Bused on she results of e 3, dhe model's
predictons on the pew datn testing datn show
proauising sy, Alhough e predecien of the
Bare olass is comectly classified as the Bare closs,
up ke fisar miss classifications from the Beae image
datz gt are clessabied as the Bligh cliss. While
the Mectinm class prediction & cormectly classified
f3 the Medipm ckass, @3 many as 9 migs
classiticatioms from the input mage data are
classitied as the Bare closs In addition, up & B8
imisclossifications  of  dopal imoge  data are
Classified a5 High. The High chs poediction is
cowrectly classified ns the High class, bai up o &
migs clhsatcations from the High image daa
input are classified as the Baee class, As many as
12 mischssifcations of mput image daly were
clossi fied nx Medimm. The everall oceuraey of the
nmmirixs amd Kappa sccuracy ane calcudaed as
Tl lemees:

fverall Accarecy = $HHIN = BiIFE
Kappa = TR

S the moaliel's accuracy with a 2365256 inpul
image smd o fodol of G0 image dols obtnmed an
scearoey valug of B0% and o koppa acourncy of
%,

B, Resmit of CNN Wiodel with GLCM

Thee additian of three GLOM featues, namely
contrisd, homogeneily, ond correlation. 15 the
result of the mest toiming medel. The proceduore
involved extroctmg 3000 GLCKM mesoll image
dua and producing Q000 image dati that was
processed by CWM. This study akn conspared the
dimection angles of UF 457 907 and 1357 toextss
images per angle. The CGLCM process used a tosal
of 27000 jmoge daa throogh the scgmeration
stape. Thic was doiss ko deterinive how well each
feature performed in the image classification
Press

For the GLOM process wah ONMN o poing
through the gmentztion stage. the resulis of data
truining with the CMN moded and goch GLCM




feature by poing thrmuzh the swpmenation soge
with % 0Kk duta Tor each anghe. can be seen @l an
anghs of 135° pedting the highest validation
aecuracy value from caher aogles, ramely 60U | %
wilh a vulue validateon loss af (8380, For euch
featire, this truiming procedun: appled a vl of
30 egpechs. This  @ining  prooess ook
approskmaiely 20-30 minuies per Cormer. Table 5
shows the resilis of the GLOM maining dain per
COTNET.

Tahbs 4,
Compprisoo ol Tramsg o Angle

Vadid
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Aren ating
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Thx training data 5 Q00 fmage, ard dhe st
datn s 1 50 mmages. with JIEEY images o coch
chims, Toble 5 shows the confusion matix resulis
fior he CH M miodel process with GLCM that went
Thragh Che se@meniion scage
Tiahily %,

CioaCicdaii Mawis

Vmirts Prgsiier £ lans
Bame  Medum High
Acywal Eaare 4T 2 1]
Ciaal
Bl bain 22 414 137
" High 33 Ik Ay

According to the results in table 5, the misdel's
prediction resubs oo pew datatest ing duta wne poor,
Alhongh ihe prediction of the Bae class s comeet,
oy mamy a5 921 miss clussitications foom the Hare
imege dota mput are classifed sz Medivm. In
ndditson. up o 81 miss clissificalinns fram tha
Bare imusgge dadn inpd ane clssified as High.
While the Medinm clas= prediction was cormectly
chagadfbed s the Mediim class. as maty a5 54 miss
classifecations from the mput omage duta werne
chmeified wa the Bare clws In addiion, 137
misclssiticatiom of imaee data input Medam e
classifted us High. The High class prediclion is

cormectly cluasifiod o the Hiph class, but up b 83
sy clesifications fmm the High moge data
impt are Clessiflied as the Bare class, In acklinkan,
218 i clrssificathoes froa the High tmage data
input are classified s: Medimm. The mverall
accuracy of the mednn aed kppa seoaracy wg
calculated as folows:

Chvenrl Acvarmey = 1R TR0 0% = 62,9995
ﬂ':'er;:lll.l'c.l = Jdd AT

Sar, with an input immape of 256x2560 pixels and
i total of | 500 mage daw, the mode] pregloced an
aecuracy value of 62 9595 and o Kapps sccuracy of
44 TR,

V. Ihscussion

When the CHN model without the GLCB
process was compored to e CNN medel wich b
GLEM prmoess, the companson was guite far from
the aecurmy wvaloes obtalned, The CNIN mmsdel
achieved @ accuracy of BO%, whilke the CNN
mick=l svith GLOCK schieves 62 99 segmeniation.
This showed that the CNN model ooipedormed
the GLCM process, According 10 the findings of
the nralysi. this occamed beranse the gray kevel
in abe bmage wus kevelsd during the GLCM
process, nesulring in whise ol Mack cobocs ke
image. The colmrs in the ornginal mage changed
to white and black, mesulting in o classifieation
cring, The GLCM process rendomed the image
cokuarbess and rendered the entine image Back.

During the westing of new daa, there waz a
misckissification  consed by pearly  identical
vepetatian types. The inpa data far the CNN
ok | wars oniginal imogs data with diffsrent fypes
of wegeation, but based on the mecorcher's
analysis. even houph the lextune between medium
and high vepetation s different, the CHN model
stfIE bnd difficulty disinguishing and reeogiisng
medium  and  high  closses  if the data
eirnuliancouely hos the chamcterisnics of onimags
that wns fillsd with vegetation cven thouagh il
type and lexare of the vegetation was diffement.
The CNRN mndel with the GLC W methedd hpd o bor
of i aclassifications, The furst reason was that 1hs
prigital mspe’s colour had changed, making it
difficalt for the meadel 1o distingaish between
Clarswes, The seoomd issae was thal the type and
lestare of e vegealion wene nol visiblz in ik
image, s when predicting with the CNN and
GLOM modele on provetypes, the bane ¢lass data
was read 25 medium class, High clas reads us
mrediiny Cliss




V1. CONCLUSION

The conclusien & that campanng the ThN
iende] without the GLOM process to the CHN
modiel with the GLCM prowcess . prodoces a
winperison Wl s guite far fom e accuracy
vafue obinimed, The CHNM mnde]l achieves m
accuracy of B0, ahie the CNN model with
GLCM  achisves 61L9%9% segmentabion. This
demenstratss that the CHM model outperfiooms the
CLCM prooess in bind cover dasilicalion. This
demonsicas thal the image pooossing process
hus a significant impact oo the clissificatiom and

prediction siages
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COVER LETTER

UTILIZATICN OF UAY INMWGES FOR PEATLAND COVER CLASSIFICATION USING THE
EDM’QUJTII_:W-:LE.I: P:IELIH..D.I_. HE'I'_'-UGHH Iu:IE_ﬂ-_iEI_I:I

Lard caveris an important factor in geographic analysis, ranging from physical geography
studies, approaches to sustainable planming To ermdronmmental analyis, Vegetation analysis
according to the indonesian Mational Standard (5 TE45:2014) is classified based on density. The
vegatalion depsty indes 5 dividad inta 4, namely nan-vegaration, bara, mea@um and high_ in 1he
techmical aspect to ohtain nformation related to vegetation, this can be done using remate
sording. Remete sensing wes twa data 1o obtain information, namely satellite data end LAY
data This study used LAY data with shooting locations in the Liang Anggang Protedtion Farsst in
classifying lend cover. The method used was Convolistional Mewral Network with feature
pabractian used in this ludy was GLCM. This research piad the ShullleMer v2 srchiteciers an e
Crr methiod. Tha findings of ths study used tao models, namely the CHNN model withouwt the
GLEM process and compared to the SN model with the addition of the GLCM prooess, resuiting
ina comparisan that was guite far froem e acouracy value ebigined, The CHN model abiained
am accuracy value af B04%, while the CHN model wich GLOW using segmentation was 49 9% and
without sagmentation was 44.53%
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Abstract

Land cover or vegetation density in tropical peatland is an essentia factor in hydrology response in
geographic analysis, ranging from physical geography studies and approaches to sustainable planning to
environmental research. Vegetation analysis according to the Indonesian National Standard (SNI
7645:2014) is classified on the basis of density. The vegetation density index is divided into four
categories. non-vegetation, bare, medium, and high. In the technical aspect, to abtain information related
to vegetation, this can be done using remote sensing. Remote sensing uses two types of data to obtain
information: satellite data and UAV data. This study used UAV data with shooting locations in the Liang
Anggang Protection Forest for classifying land cover. The method used was convolutional neural network
with feature extraction used in this study was GLCM. This research used the ShuffleNet v2 architecture
for the CNN method. The findings of this study used two models: the CNN model without GLCM
process and compared to the CNN model with the addition of GLCM process, resulting in a comparison
that was quite far from the accuracy value obtained. The CNN model obtained an accuracy value of 80%,
while the CNN model with GLCM using segmentation gained 49.9% and without segmentation - 44.53%.

Keywords: Tropical Peatland, Vegetation Density, Classification, Class, Convolutional Neural Network, Gray
Level Co-Occurrence Matrix, Accuracy
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. INTRODUCTION

Peatland management in Indonesia has many
challenges due to peatland disasters [1], such as
floods and wildfires. Wildfire caused by human
action is the biggest. Many wildfiresin Indonesia
are intentiona fires as part of residentia
developments [2]. They lead to change in land
cover as changes in vegetation density in tropical
peatland. Land cover or vegetation density
change is one of the interna factors of
hydrologica response. From physical geography
studies to approaches to sustainable planning to
environmenta analysis, land cover is an essentia
factor in geographic analysis, especialy in
disaster mitigation in tropical peatlands.
Environmental analysis needs surface vegetation-
based land cover information [3]. The entire plant
of an area that serves as a land cover is referred
to as vegetation. Vegetation is the entire plant of
an area that serves as aland cover. According to
the Indonesian National Standard [4], vegetation
analysis is classified based on density. Non-
vegetation, bare, medium, and high vegetation
density indexes are used [4]. In addition to
determining the level of vegetation density, it is
important to be able to distinguish vegetation
density in the form of an image, which makes
data processing easier. Vegetation density in
tropical peatland is classified [5]-[8] is based on

Figure 1.
h

(@ -(b)

: (©)
Figure 1. (a) Bare vegetation, (b) medium vegetation, (c)
high vegetation

Vegetation density anadysis in tropica
peatland is one method for studying the
arrangement and composition of vegetation in
terms of plant shape (structure). In terms of

technology, remote sensing can be used to obtain
information about vegetation. Remote sensing
obtains information from two sources. satellite
data and UAV data. Previous research that used
remote sensing technology by using satellite data
resulted in data accuracy ranging from 63-85%
using various methods [3], [9]. Because satellite
data is a traditional format based on statistical
reporting and sampling surveys, determining
vegetation density is critical [9]. Remote sensing
with satellite data has been widely used in the
identification and classification of land cover
patterns across a wide geographic coverage, but
the use of satellite data, which has a high
operating atitude and is easily influenced by
weather, clouds, and other external factors, is
being reconsidered. Remote sensing technology
can quickly and precisely provide spatia
information on the earth surface. The abject
being sensed, the sensor for recording the object,
and the electronic waves emitted by the earth
surface are the three main components of remote
sensing.

Remote sensing technology can quickly and
precisely provide spatial information on the earth
surface. The object being sensed, the sensor for
recording the object, and the eectronic waves
emitted by the earth surface are the three main
components of remote sensing. As technology
advances, remote sensing facilities such as the
unmanned aerial vehicle (UAV) become more
practical and easier to implement. The emergence
of UAVs raises significant potentia as atool for
environmental and ecological analysis, such as
monitoring agricultural land, forest fires, Arctic
lichen distribution, and mapping mangrove
forests. The generation of spatial information
based on aeriad image data using drones has
enormous potential for the advancement of
remote sensing technology, such as area
classification. The benefits of usng a UAV
include faster and more flexible data acquisition,
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more rea-time results, and low and light
operating and maintenance costs. Apart from the
ability to fly through clouds and produce cloud-
free images, it differs from satellite imagery,
which is heavily influenced by atmospheric
conditions. UAV imagery has a high resolution
when compared to satellite imagery, reaching a
spatia resolution of less than 1 cm, which is
much more detailed than satdlite (30 cm) and
aircraft (10 cm) imagery [3]. Optimal results can
be obtained from the use of UAV in object
classification and the appropriate method for
processing data with UAV imagery.

Before being processed in a classification
model, image data requires feature extraction
techniques to determine certain characteristics
possessed by images to ad in object
identification (image analysis) [3], [10], [11]. The
resulting features will be selected first in the
feature extraction process to obtain features with
a high influence as a reference for the
classification process. The function of feature
extraction is to extract the necessary information
from an image. Shape, colour, and texture

extraction are the three types of feature extraction.

Images with a dlight colour can benefit from
feature extraction using the gray level co-
occurrence matrix (GLCM) method, which is a
second-level statistical method that computes the
frequency of pairs of pixelsin an image that have
the same gray level and applies the additional
knowledge obtained through pixel spatia
relationships [12]. Using edge information, the
co-occurrence matrix embeds the distribution of
grayscale transitions. Most of the information
required to calculate the threshold value in the
GLCM technique is straightforward but efficient
[13]. S. Karthikeyan and N. Rengargjan used the
GLCM agorithm with up to 95% accuracy.
Previous research has compared GLCM feature
extraction to LBP, MI, CLBP, LBGLCM, and
GLRLM, with the accuracy results proving that
using feature extraction in classification using
GLCM produces better results than using other
methods. GLCM accuracy results range from
70% to 93% [13]-[15].

Visua interpretation methods, pixel-based
digital classification methods, and object-based
classification methods are used in land cover
mapping based on remote sensing imagery. Land
cover analysis researchers are interested in the
use of data mining methods. Land classification,
machine learning, and deep learning have dl
made extensive use of classification methods.
Deep learning, which is included in supervised
classification, is developed and produced using
the machine learning method. Deep learning

methods are widely used in satellite image
analysis because they are powerful and intelligent
in image processing. Deep learning methods are
still evolving, with the convolutional neural
network (CNN) deep learning method producing
the most significant results in image recognition
to date. Deep Learning has demonstrated that this
architecture, particularly CNN, can learn human-
level solutions to specific visual tasks. This
method has been used extensively in remote
sensing image analysis tasks such as object
detection in images, image recording, scene
classification, segmentation, object-based image
analysis, and land use and land cover
classification [16]. CNN is one of the most recent
deep learning methods to emerge. This method is
useful for pattern recognition and object
classification [3]. Previous research using the
CNN method to classify land cover yielded
satisfactory accuracy results ranging from 73% to
98% [3], [16], [17].

CNN has a variety of popular architectures,
including LeNet5 (1998), AlexNet (2012), ZFNet
(2013), GoogleNet (2014), ResNet (2015),
FractalNet (2016), and ShuffleNet (2018).
Previous research has compared the use of
architecture on CNN in the field of classification.
The compared architectures demonstrate their
advantages and disadvantages, architectures that
are widdy wused in the field of image
classification and are relatively new, and have
been compared with several other architectures.
ShuffleNet is a very efficient CNN architecture
with fast accuracy. Research that has used the
ShuffleNet  architecture and has made
comparisons with other architectures such as
GoogleNet, DenseNet, MobileNet, Xception,
IGCV2, EffNet V1, EffNet V2, IoTNet-3-5 and
ResNet50 in the classification process states that
the ShuffleNet architecture increases the
accuracy of 82%-98% with less memory usage
and faster processing time [18]-[22].

The CNN method is widely used in the field
of deep learning to conduct land cover
classification. GLCM was used to extract features
in this study. The ShuffleNet architecture on the
CNN method will be used in this study. CNN is
improved by using GLCM feature extraction to
address the limitations of CNN. The high
complexity is a limitation of CNN in feature
extraction. This research was carried out for a
month in the Liang Anggang Protected Forest,
Banjarbaru Block 1, with the targeted data
collection. The location for this study was chosen
based on observations made during the
observation and survey of the block 1 area, where,
according to the 2017 Provincia Forestry Office,
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an area of 479 hectares of block 1 area is filled
with land such as agriculture, plantations, roads
and settlements, as well as 494 hectares of forest.
In addition to being a pestland, the research site,
particularly in Block 1, meets the characteristics
and suitability of the needs in collecting data for
land cover classification in terms of vegetation
density types (bare, medium, and high) that can
be seen with the naked eye during observations
and surveys. This study classified land cover with
a focus on vegetation density, and the research
location was chosen in accordance with the data
requirements. The objective of this study was to
determine the results of the best deep learning
methods in land cover classification based on
vegetation density. This study created research
updates by combining UAV data with shooting
locationsin the Liang Anggang Protected Forest.

Il. RESEARCH METHODOLOGY

A. Research Site

This study was conducted in the Liang
Anggang Protected Forest in Banjarbaru as the
biggest wildfire in tropical peatland in South
Kaimantan. This is Kayu Tangi KPHP
management area. The protected forest
designation is based on Minister of Forestry
Decree No. 672/Kpts-11/1991 and Kep Menhut
No. 434/Kpts-11/1996 with a total area of 2,250
hectares divided into two protected forest blocks,
namely block 1 covering an area of 960 hectares
including Liang Anggang sub-district, Banjarbaru
and block 2 covering an area of 1290 hectares
including Gambut District, Banjar Regency.
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Figure 2. Map of the Liang Anggang Protected Forest

The study lasted for one month, from
November to December 2021, and focused on the
warning area (lock signal area from the airport)
that caused the drone to be unable to operate.

B. Research Procedure

This research was conducted in the Liang
Anggang Protected Forest area by conducting a
field survey to assess the state of vegetation or

areas within the protected forest area. This study
collected image data using drones to capture
images from a height of 20 m over a one-month
period. Land was assigned coordinates based on
the goal of image data collection using Google
Earth Pro tools. Land with coordinates was
exported in .KML format and later imported into
DroneDeploy (website) to make directing drone
flights on land easier. Then, the imported KML
file was configured for flight altitude and 2D or
3D image capture. An illustration of image
captureis shown in Figure 3.
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Figure 3. IIIusiration of the imagé dataretrieval

Before proceeding to the next stage, image
data that had been recorded and stored according
to predetermined coordinate points were
processed. To facilitate the operation with the
method that was used later, the image data were
labeled. The CNN method was used in this study.
Image data that had already been processed were
then fed into the classification process using the
method used in this study. The image data were
classified using each method, and the accuracy
vaue was caculated using the tools. The
obtained accuracy value was then analyzed and
compared to draw conclusions. The flow of this
research is shown in Figure 4.
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Figure 4. Diagram of the research procedure
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C. Feature Extraction

The purpose of feature extraction is to obtain
the feature value of an object based on an image
pixel intensity value relationship. The goal of the
feature extraction process is to extract a specia
(unique) value from each image [23], [24]. This
study used GLCM feature extraction with three
primary features. correlation, homogeneity, and
contrast. The feature extraction results created a
GLCM version of the image using these three
features. Figure 5 shows an illustration or
description of the texture extraction results
obtained using the GLCM feature.

T
N e

Figure 5. Results of the feature extraction

P e

The texture of an image was sought after by
feature-extracted images. The training data set
consisted of 2400 images divided into three
classes. This study applied 5 GLCM features to
convert an input 2D image/image to an output 2D
image/image to a gray level with a gray range of
0 to 1. The purpose of this step was to use gray-
level scaling to reduce the image volume to a
more manageable size. Scaling to a grayscae
level acted as afilter, removing some of the noise
[28]. Figure 6 shows the scenario of the feature

extraction test results with GLCM.
[ 2 X ek
- ;q - = EE -
| . =

Figure 6. Illustration of GLCM-CNN feature extraction

D. Classification of Convolutional Neural

Networks

Only CNN neura networks can process grid
structure data, such as two-dimensiona images.
The convolution layer is a linear agebra
operation that generates a matrix of filters in the
image to be processed. A convolution layer
process is one of the many types of layers that
can exist in a network. The image entered into
the CNN classification model created during the
fit model stage yielded an output calculated using
the optimized weight. As a result, the
classification model created should be able to
classify the testing data into the correct class.
This test was performed to cal culate the accuracy
valuein the classification model created. Figure 7
illustrates the CNN classification process.

) | } . ceet e
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Figure 7. Illustration of CNN classification process

Figure 8 shows the classification flow using
the CNN method.
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Figure 8. CNN classification stage

E. Classification Analysis

The results of UAV image classification using
two methods were analyzed, and the level of
accuracy was determined. This study applied
accuracy testing with a confusion matrix in the
form of overall accuracy (OA) and Kappa
coefficient accuracy. Proceed with the analysis of
the CNN method classification results to obtain
accurate results from the use of the CNN method
in the land cover classification.
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I1l. TESTING

A. Image Dataset

The dataset used in this study was divided into
three categories. bare, medium, and high. The
total number of images collected was 3000, with
1000 for each class type category. The
classification of these three classes was based on
the condition of the Liang Anggang Protected
Forest where the research location, particularly
block 1, meets the characteristics and suitability
of the needs in collecting data for land cover
classification in terms of vegetation density types
(bare, medium, and high) that can be seen with
the naked eye during observation and surveys.
This study classified land cover with a focus on
vegetation density, and the research location was
chosen in accordance with the data requirements.
Table 1 shows the results of categorizing three
classes of vegetation density in terms of images
based on the division of the available dataset [6].

Table 1.
The images of vegetation density [5]-[8]
Image Type of Vegetation
Density
M! " L ol Bare
!’-.L" _.h l_:‘ ‘ | :
W s t’.&( Medium
| . f _‘
’ :: g:- A h-'.b‘
B B oy | High
Lo SRR Mk
A - cowed  MRLE

B. Image Cropping

Because the image data obtained with the
drone was too large, the data was resized by
cutting the image and selecting specific areas to
be used as training data. Cropped image data
aimed to facilitate the classification process, did
not take up much space or memory, and the
classification process was light, so it did not
require a long time in the classification process
later. The image data was cropped to 256 x 256
pixels, reducing the image size to 159 KB. The
cropped image data were classified into three
types. bare, medium, and dense/high [5], [7].
Figure 9 shows the cropping results of the image

Bare

Medium

High

Figure 9. Image data cropping

C. Segmentation

Image segmentation was used to distinguish
between objects and backgrounds [25], [26]. The
separation process was designed to make
classification and calculations easier. The image
segmentation process was based on the difference
in the image grayscale. To convert a colour
image with r, g, and b matrix values into a
grayscale image, the segmentation method,
namely thresholding, can be used to change the
colour image. The most basic method for
segmenting is image development or image
thresholding [28]. Thresholding was used to
change the number of gray degreesin an image to
create a binary image with pixel intensity values
of Oor 1.

D. Feature Extraction (GLCM)

In this study, GLCM was used for feature
extraction with three main features: correlation,
homogeneity, and contrast. This method was
used to classify images, recognize textures,
segment them, recognize objects, and analyse
their colours. In the neighborhood between pixels,
GLCM had four angular directions: 0°, 45°, 90°,
and 135°. When the angle was 0°, the pixel
density was calculated by moving one distance to
the right. Pixel adjacency was calculated using a
45° angle and 1-pixel distance to the top right.
The angle was 90°, and the pixel density was
calculated by a 1-pixel distance on the top. A
135° angle was used, and neighboring pixels
were calculated by moving one pixel up [27]. The
gray level of pixels was compared based on the
angle or neighbors at 0°, 45°, 90°, and 135° in
this study. The feature extraction process also
compared the results of previoudy segmented
images to those that had not been segmented.

V. FINDINGS

A. Result of CNN Model

The formation of network architecture in the
CNN algorithm can affect the results of model
accuracy. To produce an optimal model, network
architecture was used during the training process.
This study applied an input image with a
resolution of 256x256x3, with the am of
reducing image size so that the classification
process took as little time as possible. This study
applied the second version of the ShuffleNet
architecture, which included one convolutional
layer (Convb), three stages (consisting of
convolutional and shuffle units), one pooling
layer (using Maxpool), and fc. The input image
in the ShuffleNet v2 model was 256 x 256 in size.
The convolution and maximum pooling layers
were added to the model’s initial position to
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reduce the size of the feature graph. The
convolution layer and pooling layer were
replaced a the initial position by the
convolutional layer (Convl) with a3 x 3 kernel,
and the BN layer was added after Conv 1 and
Conv 5. Figure 10 shows the flow of the
proposed model.

— -—_—
-~ - -—

Figure 10. The ShuffleNet v2 mode flow

The results of training and testing accuracy
were obtained after going through severa
processes in the CNN agorithm. The value for
training accuracy can be found in the "Accuracy"
column, while the value for testing accuracy can
be found in the "Validation Accuracy" column.
Accuracy was the value calculated by calculating
the accuracy of the training dataset and model
predictions. Validation accuracy is the value
calculated by caculating the accuracy of the
validation dataset and predictions from the model
using validation dataset input data. This
procedure used 50 epochs. Previoudly, epoch
comparisons were performed to determine the
accuracy and validation results of each training
with a different nhumber of epochs. This epoch
comparison was intended to find the best model.
The number of epochs compared ranges between
25 and 100 [28]. The use of the epoch had a
significant impact on the resulting accuracy.
Because an epoch can improve accuracy, and the
resulting accuracy was stable, it was critical to
use the correct epoch in training data to achieve
maximum accuracy. The table below compares
training results based on the number of epochs.

Table 2.
Comparison of epochs

Epoch  Accuracy Loss Accuracy Validation Time
Validation Loss
25 97.46% 0.0686  71% 1.9176 20 min
50 98.75% 0.0358  81.33% 1.2536 56 min
75 99.08% 0.0279  74% 24516 1h32
min
100 99.29% 0.0218 74.17% 1.1251 2h20

min

The training model's accuracy with 50 epochs
is 98.75% with a loss of 0.0218. The validation
accuracy value for the 50 epochs is 81.33%,
which is higher than that for the other epochs.
According to the table, the closer to the highest
epoch, the higher the accuracy obtained from the
testing results. However, if more than 100 epochs

are added, the accuracy value decreases because
too many epochs can aso affect the large number
of datasets. The testing procedure used training
data consisting of 2400 image data, 600 image
data for each class, and 200 image data for each
class. Table 3 shows the results of the confusion
matrix.

Table 3.
Confusion matrix
Matrix Predict Class
Actual Class Bare Medium High
Bare 209 O 4
Medium 9 92 88
High 8 12 178

Based on the results of Table 3, the moddl's
predictions on the new data testing data show
promising results. Although the prediction of the
bare class is correctly classified as the bare class,
up to four miss classifications from the bare
image data input are classified as the high class.
While the medium class prediction is correctly
classified as the medium class, as many as 9 miss
classifications from the input image data are
classified as the bare class. In addition, up to 88
misclassifications of input image data are
classified as high. The high class prediction is
correctly classified as the high class, but up to 8
miss classifications from the high image data
input are classified as the bare class. As many as
12 misclassifications of input image data were
classified as medium. The overall accuracy of the
matrix and kappa accuracy are calculated as
follows:

Overall accuracy = 469/600 = 80%

Kappa = 70%

Thus, the model's accuracy with a 256x256
input image and 600 image data obtained an
accuracy value of 80% and a kappa accuracy of
70%.

B. Result of CNN Model with GLCM

The addition of three GLCM features, namely
contrast, homogeneity, and correlation, is the
result of the next training model. The procedure
involved extracting 3,000 GLCM result image
data and producing 9,000 image data that were
processed by the CNN. This study also compared
the direction angles of 0°, 45°, 90°, and 135° to
extract images per angle. The GLCM process
used a total of 27,000 image data through the
segmentation stage. This was done to determine
how well each feature performed in the image
classification process.

For the GLCM process with CNN going
through the segmentation stage, the results of
data training with the CNN model and each
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GLCM feature by going through the
segmentation stage with 9,000 data for each
angle, can be seen at an angle of 135° getting the
highest validation accuracy value from other
angles, namely 60.11% with a value validation
loss of 0.8460. For each feature, this training
procedure applied 50 epochs. This training
process took approximately 20-30 minutes per
corner. Table 5 shows the results of the GLCM
training data per corner.

Table 4.
The comparison of training per angle

Validation  Validation Time
Accuracy L oss

Angle Accuracy Loss

0° 95.24% 0.1377  50.28% 0.6096 29min6

45° 94.99% 0.1346  50.39% 0.5526 .’;s‘icmi n20

90° 96.42% 0.1055  59.94% 0.7616 ;cmi ni2

135° 96.26% 0.1176  60.11% 0.8460 :.Cmi nil
Sec

The training data is 9,000 images, and the test
data is 1,800 images, with 3,000 images in each
class. Table 5 shows the confusion matrix results
for the CNN model process with GLCM that
went through the segmentation stage.

Table5.
Confusion matrix
Matrix Predict Class
Actual Class Bare Medium High
Bare 407 92 83
Medium 54 419 137
High 83 218 307

According to the results in Table 5, the
model's prediction results on new data testing
data are poor. Although the prediction of the bare
class is correct, as many as 92 miss
classifications from the bare image data input are
classified as medium. In addition, up to 83 miss
classifications from the bare image data input are
classified as high. While the medium class
prediction was correctly classified as the medium
class, as many as 54 miss classifications from the
input image data were classified as the bare class.
In addition, 137 misclassifications of medium
image data input were classified as high. The
high class prediction was correctly classified as
the high class, but up to 83 miss classifications
from the high image data input were classified as
the bare class. In addition, 218 miss
classifications from the high image data input
were classified as medium. The overall accuracy
of the matrix and kappa accuracy are calculated
asfollows:

Overall Accuracy = 1133/1800x100% =
62,99%

Kappa = 44,37%

Thus, with an input image of 256x256 pixels
and 1800 image data, the model produced an
accuracy value of 62.99% and a kappa accuracy
of 44.37%.

V. DiscussioN

When the CNN model without the GLCM
process was compared to the CNN model with
the GLCM process, the comparison was quite far
from the accuracy values obtained. The CNN
model achieved an accuracy of 80%, while the
CNN model with GLCM achieved 62.99%
segmentation. This showed that the CNN model
outperformed the GLCM process. According to
the findings of the analysis, this occurred because
the gray level in the image was leveled during the
GLCM process, resulting in white and black
colors in the image. The colors in the original
image changed to white and black, resulting in a
classification error. The GLCM process rendered
the image colorless and rendered the entire image
black.

During the testing of new data, there was a
misclassification caused by nearly identical
vegetation types. The input data for the CNN
model was original image data with different
types of vegetation, but based on the researcher's
analysis, even though the texture between
medium and high vegetation was different, the
CNN model still had difficulty distinguishing and
recognizing medium and high classes if the data
simultaneoudy has the characteristics of an
image that was filled with vegetation even though
the type and texture of the vegetation was
different. The CNN model with the GLCM
method had many misclassifications. The first
reason was that the original image's colour had
changed, making it difficult for the model to
distinguish between classes. The second issue
was that the type and texture of the vegetation
were not visible in the image, so when predicting
with the CNN and GLCM models on prototypes,
the bare class data was read as medium class.
High class reads as medium class. This research
is the only to classify vegetation density in
tropical peatland.

VI. CONCLUSION

The conclusion is that comparing the CNN
model without the GLCM process to the CNN
model with the GLCM process produces a
comparison that is quite far from the accuracy
value obtained. The CNN model achieves an
accuracy of 80%, while the CNN model with
GLCM achieves 62.99% segmentation. This
demonstrates that the CNN model outperforms
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the GLCM process in the land cover
classification. This demonstrates that the image
processing process has a significant impact on the
stages of classification and prediction of
vegetation density in tropical peatland.
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