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ABSTRACT

Land cover is an important factor in geographic analysis, ranging
from physical geography studies, approaches to sustainable plan-
ning to environmental analysis. Vegetation analysis according to
the Indonesian National Standard (SNI 7645:2014) is classified based
on density. In the technical aspect to obtain information related to
vegetation, this can be done using remote sensing. Remote sens-
ing uses two data to obtain information, namely satellite data and
Unmanned Aerial Vehicle (UAV) data. This study use UAV data
with shooting locations in the Liang Anggang Protected Forest in
classifying land cover. The method used is Convolutional Neural
Network. This research is used the ShuffleNet v2 architecture on
the CNN method. the comparison of epochs starts from 10, 25, 50,
75 and 100, which were tested with a number of different batch
sizes showing the results that epoch 75 got higher results than the
number of other epochs. The results obtamned using epoch 75 on
batch size 32 obtained 91.1% results, while the number of batch
sizes 64 using epoch 75 totals obtained 91% results. Comparison of
the results of' batch size obtained different results where the results
using batch size 32 were higher than batch size 64. By using the
ShuffleNet v2 model with batch size 32, further testing was carried
out using the matrix available in the Python programming language
scikit-learn library, and the highest result was obtained at epoch
75 with a yield of 97.44%.
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1 INTRODUCTION

Land cover is important information regarding the current sta-
tus and current trends of land changes, especially in peatlands to
evaluate the impact of changes, support the formulation and im-
plementation of peatland management policies [1]. Land cover is
a parameter of land drought index in peatlands [2]. Studying the
condition of peatland surface vegetation cover requires an effective
and efficient monitoring method. The algorithm that interprets
the visual image is the key to determining the vegetation density
class. Considerable work to detect the presence of vegetation from
imagery, and classify vegetation density has been carried out in the
fields of robotics, remote sensing, and computer vision.

In robotics, vegetation detection is dominated by the use of a
vegetative index which usually consists of the ratio between color
pixel values and/or near-infrared (NIR) images [3-5]. The downside
of this approach is that it often requires special hardware because
infrared and image capture require close distances. Beyond the veg-
etative index, researchers have explored the transformation of raw
color information (RGB) to a more suitable color space. Philipp and
Rath [6] found that the Lab, Luv, and HSV color spaces were very
effective in distinguishing between vegetation and non-vegetation.
Vegetation cover with the development of data technology from
remote sensing has substantially increased the resolution and accu-
racy of vegetation cover detection [7], [8]. Disadvantages of remote
sensing data processing can be time consuming, data is not always
available, requires training, and special software.

The methods used in determining vegetation density include vi-
sual interpretation methods, pixel-based digital classification meth-
ods and object-based classification methods [9]. The use of data
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mining methods is an area of interest for land cover analysis re-
searchers. Classification methods have been widely used in land
classification. Machine learning has many conventional classifica-
tion methods such as Support Vector Machine (SVM), Naive Bayes
(NB), Convolutional Neural Network (CNN), etc. CNN is one of the
most outstanding classification methods because of its accuracy in
terms of classification and feature extraction [10].

Convolutional Neural Network (CNN) can learn human-level
solutions for specific visual tasks. This method has been used es-
pecially in remote sensing image analysis tasks, including object
detection in imagery, image recording, scene classification, seg-
mentation, object-based image analysis, land use and land cover
classification [11]. Convolutional Neural Network (CNN) is one
of the Deep Learning methods that has recently developed. This
method has proven effective in pattern recognition and object clas-
sification [12]. Previous studies that have carried out land cover
classification using the CNN method yielded satisfactory accuracy
results of 73% - 98% [13-17].

Convolutional Neural Network (CNN) has many popular archi-
tectures used, for example LeNet5 (1998), AlexNet (2012), ZFNet
(2013), GoogleNet (2014), ResNet (2015), FractalNet (2016), Shuf-
fleNet (2018) and other architectures. other. Previous research has
done a comparison on the use of architecture on CNN in the field
of classification. The architecture that has been compared shows
the advantages and disadvantages of each, for the architecture that
is widely used in the field of image classification and is quite recent
and has been compared with several other architectures is Shuf-
fleNet. ShuffleNet is a very efficient CNN architecture and has a
better accuracy rate [17]. Research that has used the ShuffleNet
architecture and has made comparisons with other architectures
such as GoogleNet, DenseNet, MobileNet, Xception, IGCV2, EffNet
V1, EffNet V2, IoTNet-3-5 and ResNet50 in the classification pro-
cess states that the ShuffleNet architecture improves accuracy from
82% - 98% with less memory usage and faster processing time [11],
[18-26].

The field of deep learning in conducting land cover classification
is widely mentioned and applies the CNN method. The feature
extraction used in this research is GLCM. This research uses the
ShuffleNet architecture on the CNN method. This research is con-
ducted in the Liang Anggang Protected Forest area, Banjarbaru area
block 1 with targeted data collection for a month. The selection
of this research location was based on observations made during
the observation and survey of the block 1 area where the land use
pattern for the block 1 area based on DishutProv in 2017, an area of
479 hectares of block 1 area is filled with land such as agriculture,
plantations, roads and settlements and an area of 494 hectares full
of weeds.

2 LITERATURE REVIEW
2.1 Color Space

The number of possible colors is denoted by M0 in the color space
where the color space is very large on the order of hundreds of
thousands of colors. The framework assumes that the number of
distinctive colors in an image should be limited. Therefore, a discrete
procedure is required to extract the set M limited to only typical
colors denoted by L from the entire color space. A discrete process
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with L would be:
L={L(1),....L(M)}.

In this work, we use the classic conversion of the RGB color
space to the set of Gray Levels, also called Intensity.

2.2 RGB

RBG image is a color image whose representation is more complex
and varied. The RBG image consists of a 3-dimensional array, M x
N x 3. M and N are the dimensions of the length and width of the
image, while 3 is the number of color channels. There are 3 color
channels, namely red (R), green (G), and blue (B). each color channel
contains an 8-bit value, which indicates a red, green and blue scale
between 0 and 255. Each pixel has 3 color channel components to
represent color. The combination of 3 8-bit color channels produces
24-bit numbers so there are 16,777/216 color combinations. An
alternative representation is to use 32 bits per pixel by inserting
a 4th channel called the alpha channel. This channel is used to
measure the transparency per pixel which is commonly used in
image editing. RGB image with R, G, and B components.

2.3 Convolutional Neural Network (CNN)
Convolutional Neural Network (CNN) is an algorithm used in data

processing with a grid structure, one of which is a two-dimensional
image and is also capable of processing high-dimensional data such
as video. Convolutional Neural Network (CNN) is the development
of Multiplayer Perceptron (MLP) so that it is designed to process
two-dimensional data. CNN is included in the type of Deep Leaming
because of its high network depth and widely applied to image data.
CNN works similar to a standard neural network. The difference is
that CNN uses a two-dimensional kernel or the height dimensions
of each unit in the CNN layer to be convoluted. Convolution is an
operation of linear algebra which multiplies the matrix of the filter
on the image to be processed.

2.4 ShuffleNet Architecture

ShuffleNet is a neural network architecture that is very efficient
and has a better speed of accuracy due to the nature of the network
itself which is designed for small networks, so that the computing
process tends to be light on even low-power devices [27]. The Shuf-
fleNet network is designed for small networks with a bottleneck
design principle, then applied to mobile devices with limited com-
puting power, this network has an efficient architecture by adding
the map channels feature to provide more data that can work on
very small networks [28]. ShuffleNet is a compute efficient CNN
architecture, designed for mobile devices with 10-150 MFLOP (mega
floating-Point operations per second) computing power. ShuffleNet
uses Pointwise group convolution and channel shuffle to reduce
computational costs while maintaining accuracy [21].

2.5 Epoch

Epoch is when the entire dataset has gone through the training
process on the Neural Network until it is returned to the beginning
for one round, because one epoch is too large to be fed into the
computer, therefore we need to divide it into small units (batches).
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Previously, an epoch comparison was made to determine the accu-
racy and validation results of each training with a different number
of epochs. The purpose of this epoch comparison is to get the best
model. The number of epochs compared starts from 10, 25, 50, 75
and 100 [26], [28-30]. The use of epoch greatly affects the result-
ing accuracy [31]. Epoch can improve accuracy and the resulting
accuracy is stable, therefore it is necessary to use the right epoch
in training data so that the accuracy obtained is maximum [31].

2.6 Baich Size

Batch Size is the number of data samples that are propagated to the
Neural Network. Example: if we have 100 datasets and our batch
size is 5 then this algorithm used the first 5 data samples from the
100 data we have (1st, 2nd, 3rd, 4th, and 5th) then distributed or
trained by the Neural Network until it is finished then take back
the second 5 data samples from 100 data (6th, 7th, 8th, 9th, and
10th), and so on until the 20th 5th data sample (1005=20).

3 METHODOLOGY

This research has a methodological flow starting from image ac-
quisition, preprocessing, classification, and validation. The flow is
depicted in Figure 1.

3.1 Data Acquisition

The data used for this research was obtained from drone image data.
The drone brand used is D] Mavix Pro, with a height of 20 meters
above the object. Vegetation cover image data was taken from the
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Liang Anggang Protection Forest Block I Banjarbaru. The data used
is 3000 data with 1000 classes for un-grazed or bare classes, 1000
for softly-grazed classes, and 1000 for heavily-grazed classes.

3.2 DPre-Processing

Pre-processing data is one of the important activities in doing work
related to image analysis. Image conditions and segments that differ
from class are discarded to reduce image preprocessing time. First,
draw the snippet for the required section of a class. Then, removing
unwanted portions of the image reduces the initial processing time
[25]. Figure 2 shows the results of preprocessing.

3.3 Classification

Image classification is a process of compiling, sorting or grouping a
pixel in several classes based on a criterion or object category, each
pixel in each class is assumed to have homogeneous characteristics
[32]. The purpose of the classification process is to extract the
spectral patterns contained in the image. The classification used
in this study is a Supervised Classification with the Convolutional
Neural Network method using the ShuffleNet architecture.

4 CNN Models

onvolutional Neural Networfllis a deep learning method where
the algorithm works by taking input images and rolling them with
filters or kernels to extract features. An NxN image is wrapped with
the FxF and the convolution operation learns this feature. It
slides the window after each operation and its features are studied
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by the feature map. Only the CNN neural network can process the
grid structure data, for example, two-dimensional images. Layer
convolution is an operation of linear algebra which produces a
matrix of filters in the image to be processed. One type of many
layers that can be owned in a network is usually called a convolution
layer process.

The image entered into the CNN classification model that has
been made through the fit model stage will produce an output
that is calculated using the optimized weights. Almost all CNN
Architectures follow the same general design principle of applying
convolution layers sequentially to the input, periodically down
sampling (Max pooling) the spatial dimensions while increasing the
number of feature maps. In addition, there are also fully connected
layers, activation functions and loss functions (e.g., cross entropy
or softmax).

However, among all CNN operations, the convolution layer, pool-
ing layer, and fully connected layer are the most important. The
Convolutional layer is the first layer where CNN can extract fea-
tures from the image. Since pixels are only related to adjacent and
close pixels, convolution makes it possible to maintain relationships
between different parts of an image. Convolution is filtering an
image with a smaller pixel filter to reduce the image size without
losing the relationship between pixels. When applying convolution
to a 7x7 image using a 3x3 filter in 1x1 steps (1-pixel shifts at each
step), we get a 5x5 output.

3.5 ShuffleNet v2

ShuffleNet v2 is a sophisticated net architecture. In each block, half
of the channel passes through the block and immediately joins the
next block, although this can be considered as a kind of reuse feature,
it reduces nonlinearity and expressibility to some extent. The initial
convolutional layer (Conv1) is a type of CNN layer consisting of
24 channel filters measuring 3x3 with a step value (stride) 2. The
next stages are stages 2, 3 and 4, each of which consists of 2 stages
of shuffle with their respective strides. 2 and 1 respectively asin
Figure 2.5. The second shuffle stage of each stage 2, 3 and 4 is
repeated up to 2, 4, and 2 times. GConv is a convolution layer based
on points with a 1x1 filter and ends with BN normalization. Depth
Wise Convolution (DWConv) is a 3x3 convolution with stride 2 and
terminated by BN normalization [26].

The performance process of the Shuffle channel starts from a
convolution group, each of which receives convolutional results
from another group, so that each group on the Shuffle channel
consists of a combination of channels from different groups which
results in strengthening the correlation. The features generated
from the previous group can be divided into subgroups, so that the
next convolution stage can be divided into different combinations.
It is implemented efficiently and elegantly by the shuffle unit.

3.6 Performance

Performance results from this study were measured based on accu-
racy, F1 Score, Precision, Recall, Hamming Loss, Jaccard Similarity,
Matthews Correlation Coeflicient, and Zero One Loss. The accuracy
equation is as shown in (1).

(TP+ TN)
(TP+ FP+FN+TN)

(1)

Accuracy =
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And the formula to calculate precision is as shown in (2).

(rp)

(TP + FP) @

Precision =

The formula to calculate recall is shown in (3).

(TP)

Recall = ———
e (TP+ FN)

3
Where:
TP: True Positive
TN: True Negative
FP: False Positive
FN: False Negative
The formula to calculate F1 Score is shown in (4).

2 x precision x recall

F1 Score = (4)

precision + recall

The formula to calculate Hamming Loss is shown in (5).

(" # 55)]

e Hamming Loss computes the proportion of incorrectly pre-
dicted labels to the total number of labels.

e For a multilabel classification, we compute the number of
False Positives and False Negative per instance and then
average it over the total number of training instances.

Where:

n : Number of training examples

(i)

Yj

;"

The formula to calculate Jaccard Similarity is shown in (6).
Jaccard Similarity

1
n

)

1=

L
Hamming Loss =
=1

I

J

Il
—-

: true labels for the ith training example and jth class

: predicted labels for the ith training example and jth class

|A N B| )
A,B) = 6
JAB= T ©)
Where:
J = Jaccard Distance
A=setl
B=set2

The formula to calculate Matthews Correlation Coefficient is
shown in (7).
(TPXTN) - (FPXFN)

MCC = (7)
(TP +FP) (TP + FN) (TN + FP) (TN + FN)

Where,
TP: True Positive
TN: True Negative
FP: False Positive
FN: False Negative
Lastly, the formula to calculate Zero One Loss is shown in (8).

1, ' 1 ifh (x) # y;
L0/ () = — 3" Sy sy, Where e yny, = { o ) *
i=1 '

oW,

®)
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Figure 3: ShuffleNet Architecture Performance Process [26]

4 RESULT AND DISCUSSION
4.1 Dataset

Research data collected in the form of 3000 (three thousand) image
data, each of which consists of 1000 data for each class, namely 1000
data for images with un-grazed labels, 1000 data for images with
softly-grazed labels, and 1000 data for heavily-grazed or tightly la-
beled image. Of the 3000 data is divided randomly between training
data and test data, with a percentage of 70% for training data and
the remaining 30% for test data. So that we get 2100 training data
and 900 test data. From each data, train accuracy and validation
accuracy tests are carried out.
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4.2 Image Pre-Processing Implementation

The image pre-processing stage is carried out using the library
contained in the Python programming language. The library used
is TORCHVISION. In the torchvision library there is a transforms2
module which is used for transformations to make image processing
easier. The steps taken in the pre-processing image are resizing or
changing the image size to 256 x 256. Followed by center cropping,
which is trimming the image in the middle to a predetermined size.
Furthermore, the image is converted into a tensor form, which is a
multidimensional data arrangement. Finally, the image is normal-
ized with the aim of increasing accuracy in the image recognition
process.
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Table 1: First test attempt

No. Number of Epoch  Batch Size Train Loss Train Accuracy Validation Loss Validation Accuracy
1. 10 64 0.461 0.8047 0.590 0.821
2. 25 64 0.105 0.9642 0.8345 0.834
3. 50 64 0.025 0.9905 0.4006 0.89
4. 75 64 0.016 0.9947 0.5079 0.91
5. 100 64 0.015 0.9967 0.5909 0.893
Table 2: Second test attempt
No. Number of Epoch  Batch Size Train Loss Train Accuracy Validation Loss Validation Accuracy
1. 10 32 0.31812 0.86381 0.33423 0.8578
2. 25 32 0.12782 0.95523 0.35935 0.8589
3 50 32 0.09076 0.96523 0.40089 0.87
4. 75 32 0.03325 0.99047 0.31051 0.911
5. 100 32 0.00320 0.99809 0.50444 0.898

4.3 Convolutional Neural Network
Implementation (CNN)

In deep learning, CNN is a type of neural network that is used for
feature extraction and image classification. The model used on CNN
is ShuffleNet v2 which is an optimization of ShuffleNet v1. The use
of ShuffleNet v2 in the Python programming language using the
torchvision library. The input parameters used in ShuffleNet v2,
namely: the number of classes that exist in the image data, the size
of the image, and the type of network which are used to select how
many channels are used in the ShuffleNet v2 model.

4.4 Accuracy Test

ShuffleNet v2 model neural network testing was conducted to test
training data and test data. The data is divided into 70:30 to get train
loss, train accuracy, validation loss, and validation accuracy. Loss on
train and validation is used in machine learning optimization. Loss
is performed to assess how well the ShuffleNet v2 Model performs in
training and testing. Loss is the number of errors that occur in each
training and validation set, which can be interpreted as how bad
or good the model is when iterations are run. While the accuracy
is used to measure the accuracy of the model in performing the
classification (prediction) [33-35].

The results of train loss, train accuracy, validation loss, and
validation accuracy can be seen in the table 1.

There are hyper-parameters in ShuffleNet v2, some of them are
Number of Epoch and Batch Size. The Number of Epoch is the
number of times the training data set is displayed to the neural
network during training. While the batch size is the number of
samples that were processed before the model was updated. The
number of epochs and batch size were increased until the validation
accuracy decreased.

Based on the table 2, the highest accuracy results are obtained
at the number of epochs of 75. Compared to the previous table, the
comparison of batch sizes that has been carried out, batch size 32

with the number of epochs of 75 has the highestaccuracy, seen in the
validation accuracy of 91.1%. Batch 32 gives better results than batch
64, this experiment explains that smaller batches are able to give
better results than larger batches. By using the ShuffleNet v2 model
with a batch size of 32, further testing was carried out using the
matrix available in the Python programming language scikit-learn
library. From the library, look for the values of accuracy, f1 score,
precision, recall, hamming loss, jaccard score, Matthew Corrcoef,
and zero one loss. Where in the confusion matrix, accuracy is the
correct prediction value of the entire data. Precision is a true positive
predictive value compared to the overall positive predicted result.
Recallis a true positive predictive value compared to all true positive
data. The F1 score is a weighted comparison of the average precision
and recall.

Then the haming loss which is part of the incorrectly predicted
label. Jaccard or often called Jaccard similarity is a value used to
compare the similarity between a set of labels and the predicted
result set. Then, the Matthews correlation coefficient which can
be interpreted in machine learning as a measure of classification
quality. Finally, the zero one loss value is generally used to find the
loss value in the classification. From there, the following evaluation
results were obtained:

Based on the table above, the highest result is still the 75th epoch
with an accuracy value of 97.44%.

5 CONCLUSION

Based on the research results obtained from testing by applying the
CNN method, it was found that the comparison of epochs starting
from 10, 25, 50, 75 and 100, which were tested with different batch
sizes showed the result that epoch 75 got higher results than the
number of other epochs. The results obtained using epoch 75 on
batch size 32 obtained 91.1% results, while the number of batch
sizes 64 using epoch 75 totals obtained 91% results. Comparison of
the results of batch size obtained different results where the results
using batch size 32 were higher than batch size 64. By using the
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Table 3: Third test attempt

Epoch Accuracy F1 Score Precision Recall Haming Jaccard Matthews Zero One
Loss Similarity Correlation Loss
Coefficient

10 0.81888 0.81208 0.85605 0.81888 0.18111 0.70256 0.75132 0.18111
25 0.91555 0.91443 0.92951 0.91555 0.08444 0.84807 0.88113 0.08444
50 0.97111 0.97108 0.97109 0.97111 0.02888 0.94432 0.95668 0.02888
75 0.97444 0.97436 0.97450 0.97444 0.02555 095031 0.96177 0.02555
100 0.97 0.96993 0.97042 0.97 0.03 0.94221 0.95527 0.03

ShuffleNet v2 model with batch size 32, further testing was carried
out using the matrix available in the Python programming language
scikit-learn library, and the highest result was obtained at epoch
75 with a yield of 97.44%.
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