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Abstract— Chili is a type of vegetable that has a very high 

economic value. The problem that often occurs in chili plants is 

that many agricultural losses are caused by disease. Plant 

diseases are always considered a very serious problem in all 

countries because economic growth is largely dependent on the 

agricultural sector in developing countries. In some plant, 

diseases sometimes caused by bacteria, viruses and fungi. To 

anticipate this problem, a method designed into a classification 

system for diagnosing chili leaf disease by applying the Gray 

Level Cooccurrence Matrix (GLCM) feature extraction method. 

Then classified using the Support Vector Machine (SVM) 

method. The output classification of disease diagnoses in chili 

obtained an overall accuracy level of 88%. The results obtained 

prove that the method of extracting the features of Gray Level 

Co-occurrence Matrix (GLCM) and Support Vector Machine 

(SVM) can be applied to diagnosing chili plants disease. 

Keywords— Chili Plant, Classification, Digital Image 

Processing, Gray Level Co-occurrence Matrix (GLCM), Support 
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I. INTRODUCTION 

Chili is a plant and fruit that can be classified as a 
vegetable, and has been bred since 3000 BC and is used as a 
spicy seasoning. Chili plant is a type of vegetable that has a 
very high economic value [1]. Chili is included in 
Horticultural crops based on garden cultivation. 

Diseases of plants have always been considered a very 
serious problem in all countries because economic growth in 
most developing countries is highly dependent on agriculture. 
In some plant, diseases sometimes caused by bacteria, viruses 
and fungi. Efforts to anticipate this problem has been 
conducted such as by doing researches in the field of 
agriculture. One of the researches conducted is the 
development of a systematic system for the detection or 
diagnosis of plant disease [2]. 

The diagnosis of chili disease must be carried out as 
quickly and accurately as possible, because it can quickly 
attack and spread if not treated as soon as possible. Based on 
data from interviews with the Head of Agricultural Extension 
at the Government Office of Food, Crops and Horticulture 
Banjar District in Indonesia, almost every planting season 
problem with chili plants often occur in Tambak Anyar area 
in Banjar District and the most severe problems occurred in 
2018, which resulted in considerable losses. The disease 
identified on chili often attack its leaves. There are several 
types of diseases in chili leaves such as: 

 

1. Fusarium wilt. 

2. Leaf Curl. 

3. Leaf Spots 

4. Ralstonia Bacterial Wilt 

5. Yellow Virus. 

Previous research has raised cases of computer vision-
based plant diseases identification, entitled "Classification of 
Potato Leaf Diseases Based on Texture Features and Color 
Features Using a Support Vector Machine” whose purpose is 
to diagnose potato plant diseases using two methods, namely 
Gray Level Co-Occurrence Matrix (GLCM) and Support 
Vector Machine (SVM) [3]. Research that is currently 
developing on the identification of chili plants is carried out in 
the field of remote sensing, while there is no identification of 
chili diseases using leaf imagery that analyzes diseases on 
chili leaves [4]. therefore, this study discusses features that are 
suitable and are expected to be suitable for diagnosing 
diseases in chili leaves. 

The first stage in this research is to collect image data of 
plant leaves affected by the disease in a field survey. The next 
step is image pre-processing so that it is processed at the 
feature extraction stage. The image taken by the camera is in 
RGB format [5]. This study uses two methods to extract 
objects on the image of chili plants. GLCM is used to extract 
features from an image, to classify images into vector engines. 
GLCM determines the probability of occurrence of gray 
combinations at a certain distance. Then the characteristics of 
the chili plants are classified using the SVM method so that it 
can be known what diseases exist in chili plants. 

II. RELATED WORK 

Some of previous researchers have conducted a study 
about identification of plant diseases using digital image 
processing. In [3], They identify diseases in a potato leaf. The 
methods used are Gray Level Co-Occurrence Matrix 
(GLCM), Color moment and Support Vector Machine 
(SVM). The results obtained are 87% for the average 
accuracy of 3 types of diseases on potato plant leaves. 

Another research about identification of plant disease had 
been conducted in [11]. They identify diseases in sugarcane 
plant leaves. The method used are Gray Level Co-Occurrence 
Matrix, Color moment and Support Vector Machine. The 
difference with previous research is they used four 
combination of GLCM features while the previous one used 
seven combination of features. The result obtained was 
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slightly better in term of accuracy which is 90.33%. In [14], 
a research was conducted to identify a disease in rice leaf. 
The method used are Gray Level Co-Occurrence Matrix and 
Backpropagation. Five combination of GLCM features also 
used in this research namely, Energy, Entropy, Contrast, 
Homogeneity, and Correlation. The result obtained was 80% 
in term of accuracy. 

From the mentioned related works above, it showed that 
finding the best combination of feature in GLCM is still a 
problem that need to be solved. Our study proposed to use a 
six combination of GLCM features namely, Contrast, 
Energy, Entropy, Dissimilarity, Inverse Different Moment, 
and Correlation and then observe how those features affect 
the accuracy on identifying disease on plant leaves, especially 
on chili plant leaves. Support Vector Machine is used to 
classify the five chili plants disease which are trying to be 
identified. 

III. PROPOSED METHOD 

This study proposes a method with data processing steps, 
feature extraction, training and testing in order to obtain 
research results. The flow of the method proposed in the 
study is as shown in Fig. 1.  

A. Data Acquisition 

In this step, images of chili leaf are taken from chili plant 
in Tambak Anyar area, Banjar District. The images taken 
using smartphone camera with minimal specification of 8 
Megapixel. The image data taken is an image of disease in 
chili plants consisting of Fusarium Wilt, Leaf Curl, Leaf 
Spots, Ralstonia Bacterial Wilt, and Yellow Virus. The image 
data taken only the chili leaves [6]. 

 

B. Data Preprocessing 

From the image that has been obtained, it will go through 
the data processing stage. This stage will be carried out using 
the Matlab application. This data processing will be divided 
into two parts, namely processing the training data first and 

then processing the test data [7]. Image data is divided 
according to the category of the type of disease that occurs. 
Then change the pixel size (resize) on all chili leaf image data, 
in this process the original image is resized to 256x256 pixels. 

The sample image of Fusarium Wilt, Leaf Spots, Leaf 
Curl, Ralstonia Bacterial Wilt, and Yellow Virus can be seen 
on Fig. 2, Fig. 3, Fig. 4, Fig. 5 and Fig. 6 respectively. 

 

 

 

 
Fig. 2. Sample image data of Fusarium Wilt disease 

 
Fig. 3. Sample image data of Leaf Spot Disease 

 
Fig. 4. Sample image data of leaf curl disease 

 
Fig. 1. The flow of proposed method 
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C. Feature Extraction Using Gray Level Co-Occurrence 

Matrix (GLCM) 

 GLCM is a method of analyzing pixels in an image using 
texture calculations to determine the level of gray that occurs 
in the second order [8]. The image analysis can be done by 
extracting the texture features based on the statistical 
distribution of the pixel intensity. Characteristics obtained 
from the pixel matrix value from the GLCM method form an 
orientation pattern angle [9]. There are 6 features used, 
namely:  

1. Contrast, is the result of measuring the intensity contrast 
between pixels and their neighbors in the entire image. 
Contrast value can be obtained using Eq. (1). 

�������� � ∑ 
��� � �∑ ������, ��|���|� �       (1) 

2. Energy, the higher the similarity, the higher the Energy 
value. Energy value can be obtained using Eq. (2). 

�� �!" � ∑ #$��%&���,�' �
                   (2) 

3. Entropy, when the image is not uniform in texture, it has 
a very small value, which implies that the entropy is very 
large. Therefore, entropy is inversely proportional to 
energy. Entropy value can be obtained using Eq. (3). 

�����(" � ∑ ∑ $��, ��log �$��, �����               (3) 

4. Dissimilarity, Calculating the dissimilarity of a texture, it 
will be resulting in high value if random and low value if 
similar. This value can be obtained using Eq. (4). 

-.��./.0��.�" � ∑ $��|� 1 �|&���,�'       (4) 

5. Inverse Different Moment (IDM), measure the 
homogeneity of the image. This parameter reaches the 
greatest value when the gray levels are similar. This value 
can be obtained using Eq. (5). 

2-3 � ∑ ∑ ��4�����5 $��, ����               (5) 

6. Correlation is a measurement of how pixels correlate with 
their neighbors in the image. Correlation value can be 
obtained using Eq. (6). 

 ���� 0��.�� � ∑ $�� 6���78����79�
:#;85%<;95= 6&���,�'         (6) 

D. Generate Model using Support Vector Machine 

SVM is a learning algorithm that analyzes data for 
classification and regression analysis. This statistical learning 
theory is based on the optimization of the implementation of 
learning bias. SVM is a machine learning method based on 
Vladmir Vapnik's statistical theory [10]. 

The SVM method is a method used to classify data and 
select variables. SVM can perform a generalization process 
to determine certain patterns based on test data and training 
data. SVM has a simple structure and can solve existing 
problems easily [11]. 

The objective of the support vector machine algorithm is 
to find a hyperplane in an N-dimensional space (N — the 
number of features) that distinctly classifies the data points. 
To separate the two classes of data points, there are many 
possible hyperplanes that could be chosen [12]. The objective 

is to find a plane that has the maximum margin, i.e., the 
maximum distance between data points of both classes.  

Maximizing the margin distance provides some 
reinforcement so that future data points can be classified with 
more confidence. The illustration of hyperplane in SVM is 
shown in Fig. 7. 

E. Model Performance Evaluation 

After the model of Support Vector Machine (SVM) 
method generated using training data, then performance 
evaluation step carried out. Accuracy used as metric to 
measure the performance of model [13]. Equation (7) used to 
calculate accuracy of the model. 

>??@AB?C �  D�EFGHI JHKLL�M�NO OKGKPQGKH OKGK R 100%        (7) 

IV. RESULT AND DISCUSSION 

From all testing results, the classification obtained for the 
accuracy testing process with each chili plant disease 

 
Fig. 5. Sample image data of yellow virus disease 

 
Fig. 6. Sample image data of Ralstonia Bacterial Wilt disease 

         
(a) (b) 

 
Fig. 7. (a) illustration of alternative hyperplane (b) illustration of a 
hyperplane with the best margin separate two data class 
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diagnosis is detailed in Table I. The image data used for 
testing is 25 image data, 5 image data for each chili leaf 
disease classified in this study. 

TABLE I.  TESTING RESULT 

 Classification Result  

Real Data   A  B  C  D  E  

A  5  0  0  0  0  

B  0  3  0  1  1  

C  0  0  4  0  1  

D  0  0  0  5  0  

E  0  0  0  0  5  

 

Where, 

A = Fusarium Wilt Disease 

B = Leaf Spot Disease 

C = Leaf Curl Disease 

D = Yellow Virus Disease 

E = Ralstonia Bacterial Wilt Disease 

 
Next, Accuracy value can be calculated based on 

classification result from testing the proposed method using 
Eq. (7). 

 >??@AB?C �  ���V R 100% 

   � 88 % 
So from the above calculation, the accuracy of the trained 

model for classifying chili leaf diseases is 88%. Some 
misclassification occurred because some leaves image taken 
on a bright light and it affected the result of GLCM such as 
Leaf spot disease mistakenly classified as Yellow Virus 
Disease. It can be seen on the sample data that leaf spot 
disease have a bit of yellow color similar to yellow virus 
disease.  

V. CONCLUSION 

This study facilitates the diagnosis of diseases in chili 
plants with the following stages: feature extraction using 
Gray Level Co-Occurrence Matrix (GLCM) and 
classification using Support Vector Machine (SVM). The 
performance of proposed method evaluated using accuracy 
metric and obtained value of 88%. From the method that has 

been proposed, it can simplify the process of classifying the 
diagnosis of chili leaf disease using images and from the 
results of the classification system, it can later be used as 
supporting information to overcome the disease. 
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