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Abstract—Amil Zakat National Agency (BAZNAS) is a
national institution for the distribution of zakat. As one of the
main foundations in Islam, zakat is, obviously, very important
to be fulfilled. However, it is very often that the data of the
recipient became unclear that it caused problems in terms of a
fair distribution of zakat. This research tried to offer a solution
by doing a classification of the recipient of zakat on the
BAZNAS websites into two categories: indigent and poor,
using K-Nearest Neighbor method. This research concluded
that the accuracy of KNN method by using classification
report, confusion matrix, and ROC-AUC respectively resulted
in accuracy of 97%, 96.7 %, and 97.7%
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I. INTRODUCTION

Zakat is one type of worship that must be carried out by
Muslims, in the form of giving a small portion of the
property owned to other people in need, namely people in
need. Along with the progress of the times, society is
becoming more and more complex. If in the past people
could distribute their zakat independently, now it is a bit
difficult to do. Especially with the emergence of types of
gated community housing or elite housing complexes that are
far from the environment of underprivileged people [1].

As a country with largest population of Muslim,
Indonesia certainly sees the distribution of zakat as very
important. Therefore, the problem of distributing zakat is
trying to be overcome by establishing National Amil Zakat
Agency which a non-structural official organization build by
government for distributing zakat, infaq, and alms. Along
with the Government, BAZNAS are responsible for
controling zakat management based on Islamic rule, trust,
benefit and integration [2].

However, management by BAZNAS also often
experiences problems, especially in determining the
recipients of zakat due to the large amount of data available.
This is certainly a problem for BAZNAS in carrying out the
principles in accordance with Islamic law, trustworthiness,
and justice because if the available data is not appropriate or
experiencing problems, it is not impossible for zakat to be
distributed with the wrong target and demands to give zakat
to people who really need it are not met . Thus, data
management of zakat recipients becomes important.

Data on zakat recipients obtained from the social service
must be classified according to certain criteria in accordance
with the provisions of Islamic law into groups of zakat
recipients, namely the indigent and poor. In this case, the use
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of information technology can be relied upon, namely by
applying artificial intelligence to the classification process.
As research conducted by [3] those who use KNN as a
method for classifying zakat recipients, a good accuracy
value is 85%. This result is supported by another study by [4]
comparing several classification methods to classify s@@ifents’
success factors on the thesis exam. The KNN method has the
highest accuracy value compared to the Naive Bayes and
Decision Tree methods, which is 80.39%.

From those research results, it can be seen how the
performance of KNN shows high accuracy as a classification
method. Contribution of this study is to classify zakat
recipients using the K-Nearest Neighbor classification
method based on indigent and poor categories. The data used
in this study are zakat recipients and prospective zakat
recipients in 2017 - 2018 which were obtained from the
National Amil Zakat Agency of Banjar Regency. Rest of this
journal will be written into several parts which the second
part describes related research and theories of classification
methods. Research method used will be explained in the
third section. As for research result and conclusion will be
described in sections 4 and 5.

II. LITERATURE REVIEW

In carrying out a research, appropriate literature is needed
in order to produce good quality research. Kind of literature
review carried out in this study is finding theories related to
zakat, data mining processes and the KNN algorithm. Other
thing to do is reviewing related studies that have been carried
out by several researchers about data classification.
A, Zakat

Zakat is one of the five pillars of Islam in the form of
giving a certain part of the total assets that have met the
requirements to people in need, called mustahik. In terms of
Islamic jurisprudence (figh), the pillars are something that
must exist or must be done [5]. The pillars of Islam thus
mean a set of things that must exist or must be done by
Muslims. So because zakat is included in the pillars of Islam,
it means that all Muslims are obligated to pay zakat.

There are two types of zakat, namely zakat on property or
zakat mal, namely zakat which 1s imposed on various types
of assets whose acquisition does not conflict with religious
provisions, and zakat fitrah which is carried out once a year,
usually paid towards the end of the month of Ramadan [6].
As for the provisions of zakat, including the distribution
method, the amount to be issued, the type of goods to be
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given, the implementation time, the criteria that must be
issued and those who are entitled to receive it, etc. ijtihad.

B. Data Mining

Data mining is the process of finding patterns in large
data sets by involving many classifications algorithm. Many
researchers who work in information technology area uses
this technique to find different patterns from data sets. One
of data mining technique that mostly use is classification
which needed to classify an instance of testing dataset into
associated class of training datasets [7]. There are many type
of classification technique that can be used in data mining
such as Naive Bayes, Neural Networks, Apriori, K-Nearest
Neighbor,etc. [8].

There are many approaches that can be used to expand
different classification definition. Artificial neural networks,
statistics-based and machine learning are often used to
complete classification process in data mining. Application
of classification technique mostly use for computer vision,
geostatistics, speech recognition and biological classification
[O}-[11].

C. K-Nearest Neighbor

A classification algorithm that works by classifying a
class or group of an individual as part of the same class as
the majority of its nearest neighbors. Thus, the basic
algorithm is to classify individuals into certain classes, first
we must find the k-nearest neighbors, then see which class is
the majority of these neighbors. In the training phase, the
method only reserves the vectors of the features and
classifications of the training sample data. [12]

Data testing are used to calculate same features in
classification stage. The sum of the nearest K values is taken
from the distance of the new vector to the entire vector in the
training data set. The highest classification value of these
points is the classification point value of prediction. The
Euclidean formula show in the following equation (1) used
to measure the distance between two points between training
and testing data.

JTk—1 n (xk—yk)
1

D(x—y) = (1

Where D is the distance between the points in the training
data x and the test data points y to be classified, where x =
x1, x2, .., xiand y = y1, y2, ..., yi and 1 represent the values
attribute and n is the attribute dimension [13].

D. Related Research

Setyadi et al. conducted a study to classify the potential
distribution of zakat at the Lazismu branch in Yogyakarta.
This study uses the K-Nearest Neighbor algorithm to classify
14 branches by using the Super Independent, Independent,
Self-Independent and Less Independent classes. The results
showed that the K-NN method has an accuracy value of 85%
with the ratio of test data and testing data is 80:20 [3].

Another study was also conducted by Selichin in 2019
related to the use of data mining algorithms. Classification is
done to examine factors that affect students thesis graduation
at Budi Luhur University. To get the best classification
results, this study compares three classification methods,
namely Naive Bayesk-Nearest Neighbors (kNN) and

Decision Tree. Based on result comparasion, it is known that
KNN algorithm has best accuracy of 78.20% for classifying
student thesis graduation [4].

In another study, Faisal et al. using the KNN algorithm as
a classification method to analyze customer satisfaction with
services at Cikarang Camera Rental. The variables used in
this study consisted of prices, facilities, and loyalty services
with satisfactory and unsatisfactory results. As for the results
of this study, it is known that the K-NN algorithm used
achieves an accuracy value of 98% and a precision value of
100%. Based on these results, it 1s used as a reference in
developing an application to find out information related to
customer satisfaction [14].

In 2021, the use of KNN as a classification method is
also used by Hilal and Hasan in their research. This research
aims to detect the SARS-CoV-2 virus that causes COVID-19
disease against other types of corona viruses. This detection
process uses a classification method with K-NN using the
complete genome sequence of the human coronavirus
recorded in the 2019 Novel Coronavirus Resource. The
results show that the use of K-NN as a classification method
has an accuracy value of 98.4%][15].

III. RESEARCH METODOLOGY

Aiming to determine the accuracy of K-NN method in
classifying zakat recipients on BAZNAS, the appropriate
stages of research methods are needed. The research method
used in this research are literature studies review, research
data collection, research data analysis and performance
evaluation.

A. Data Collection

This research used secondary data of zakat recipient from
Badan Zakat Amil Nasional of Banjar district. The data will
include different group of zakat recipient which are indigent
and poor based on BAZNAS criteria. Resource of data are
from surveys and district report that have been collected
from 2017 to 2018.

B. Data Analysis

There are several stages that must be carried out in the
data analysis process using the K-NN method. As described
in Figure 1, the analysis phase begins with data pre-
processing where variables that are not relevant to the
classification requirements are removed. This stages is done
to get a better result for classification accuracy. Some
examples of zakat recipient data that have been processed
according to the required variables are shown in Table 1.

To simplify the classification process using K-NN, zakat
recipient data is converted from words to number. In this
research, the numbers used to represent the data are 1 and 2.
For the age variable with old value will be convert to 1 and
middle age is 2, while for other variable with value Yes will
be convert to 1 and No to 2. After going through the
conversion process, the results of Table 1 conversion are
shown in Table 2.

TABLE L. PRE-PROCESSING DATA FOR ZAKAT RECIPIENTS
Age Residential Job Disability Chronic Class
status Status Diseases
Old no no no yes Indigent
Middle | alone no no no Poor
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age 2 1 1 2 2 Poor

Middle | alone yes no no Poor 1 2 2 2 1 Indigent

age 2 1 1 2 2 Poor

Middle | alone yes no no Poor 2 2 2 2 1 Indigent

age 2 1 2 2 2 Poor

0ld no no no yes Indigent 2 1 1 2 2 Poor

Old no no no no Indigent 2 1 1 2 2 Poor

Middle alone yes no no Poor 1 2 2 2 1 Indigent

age

Old no no no ves Indigent

Middle | alone yes no no Poor C. Performance Evaluation

age

hi'iddle no no 1o yes Indigent Performance evaluation is the stage of researchers to
age measure method accuracy that have been applied to the
Middle | alone no no no Poor system. There are three evaluation method are used in this
i%i?:l e ol — — — - research such as classification report, confusion matrix and
ase Yo ROC-AUC score. Classification report is one of method that
Middle | alone ves o o Poor can be used to measure performance value of classification
age method. This method will calculate precision, recall and F1-
old no no no yes Indigent | Score of each class in classification [16]. Formula of each

Data analysis was carried out to obtain results and
performance using KNN classification method. This method
will be implemented into a system using Python
programming. The phyton package used is scikit-learn which
facilitate the use of the KNN method. The value of k is
defined as 1, because there are only two class.

Data
Pre-Processing
Data Data
Trammg \ Testmp
Set K Value
Count Euckdean
e
Distance
e T
l
| Soit the Count totaldata Take class with '
: distance » oneachKclass mostdata |
i
: !

Fig. 1. Flowchart of Classification Using K-NN

measurement are shown respectively in equation 24 below.

Precision = (2)
TP+FF
Recall = —"— 3)
TP+FN
F1— Score = Precision=Recall (4)

Procician +Rerall

Another evaluation method used in this research is
confusion matrix which used to know the quality of the
classifier of different classes. Confusion matrix shown as
table with size n x n, where n is number of different classes
which shows predicted and actual classification value. Based
on data from confusion matrix, it could calculate prediction
accuracy [17].

IV. RESULT AND DISCUSSION

The number of data used in this research for both class is
300, with each of 152 data with the class "Indigent" and 148
for the label "Poor”. With a random data collection and ratio
of 70:30 between training data and test data 70:30
performance test is obtained as follows.

Performance measurement using the KNN algorithm is
done with a classification report using Python programming
language. Classification report is a method that comes from
one of the packages available with the Python programming
language. The results of the classification report can be seen
in Table 3.

TABLE IIL. CLASSIFICATION REPORT
TABLE IL ZAKAT RECIPIENTS DATA AFTER CONVERSION
Class Precision Recall Fl-score
X1 X2 X3 X4 X5 Class
Indig 98% 96% 97%
1 2 2 2 1 Indigent
2 1 2 2 2 Poor Poor 96% 98% 9%
2 1 1 2 2 Poor
2 1 1 2 2 Poor Aceuracy 97v%
1 2 2 2 1 Indigent
1 2 2 2 2 Indigent
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By using precision, recall, and Fl-score, the micro
accuracy results obtained from each class are 97%.
Meanwhile, in confusion matrix, the amount of test data used
is 90 and 210 for training data for the determination of
"Indigent " and "Poor" class. The data is taken randomly and
the confusion matrix obtained as shown in Table 4.

TABLE IV. CONFUSION MATRIX
Positive Negative
Positive 45 1
Negative 2 42

Based on data from confusion matrix, it used to calculate
precision, recall and accuracy of K-NN as classification
method. Precision and recall value of K-NN are 97,8% and
95,7%. As for accuracy value of K-NN to clasify data of
recipient zakat is 96,7%. In addition to the confusion matrix,
the ROC-AUC method is also used in measuring
performance in this study. By using this method, the results
obtained are 97.7%.

V. CONCLUSION

Based on this study it shows that K-Nearest Neighbor are
promising classification method that can be used to classify
zakat recipient based on right criteria. From testing results of
accuracy value with classification report, confusion matrix
and ROC-AUC score are 97%, 96,7% and 97.7%
respectively. Limitation of this research are data sources used
are only limited to Banjar districts which affected to less
amount of training data sets.

Further research related to classification for both zakat
recipient data and other objects can be carried out using other
classification methods. Using other methods such as Naive
Bayes, Decision Tree, Support Vector Machine may be able
to provide a better accuracy value. Determination of
variables used to perform calculations and experiments on
using different K values can provide better accuracy results
for the K-NN method.
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