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Abstract— In this paper we mnsider&applicalion of various
machine learning approaches for prediction of the forest fire
occurrence in the peatlands area. Here w nsider some
classical classification methods, such as support vector
machine (SVM), k-Nearest Neighborhood (KNN), Logistic
Regression (logreg), Decision Tree (DT) and Naive Bayes (NB).
For comparison purpose, we also consider more advanced
algorithms, namely AdaBoost (DT based) approach. It is
known that only a little number of similar studies is available
for modeling peatlands fire occurrences in Indonesia. To
illustrate the method, we consider the method using
topographical and meteorological data from South Kalimantan
Province. All computations are done using open source
software R

Keywords— early warning system, forest fire occurrence,
topographical and meteorological data, peat lands fire, machine
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. INTRODUCTION

Forest fire 1s an important environmental world
phenomenon and affected the environment, infrastructures,
and human life. There are various techniques in liffRure
that could be used in modeling forest fire, which can be
categorized into three main methods, namely physics-based
method, statistical method, and machine learning method,
see e.g. [1]. It is also known that the variabl§ that often
used in the literature are basically based on WStellite data,
infra-red or smoke detectors and various sensors (such as
the weather and meteorological data), see e.g. [2].

Among many approaches, machine learning and data
mining approach has receive many attention by many
researchers. For instances. [2] studied clas§BRation
algorithm, namely the Multiple Regression (MR), Decision
trees (DT), Random Forests (RF)., Neural Networks (NN)
and Support Vector Machiflls (SVM) to model the forest
fire occurrence prediction using meteorological and forest
weather index (FWI) variables. Reference [3] considers
hybrid  approach  between  clustering  technique,
normalization to preprocess the data and apply classification
approach to the normalized data, They show that the
combination of the Fuzzy C-Means clustering with Cosine
distance, Min-Max normalization and Back-Propagation
Neural Networks (with one hidden layer) classification
method can give a relatively accurate prediction compare to
other classification approach (SVM, K-Nearest

Neighborhood, DT, and Naive Bayes) and the case without
the clustering the data. [4] improve the empirical
performance of [2] and [3] by applying what so called
Adaptive Boosting (AdaBoost) approach ([5]) to model the
nt: data as [2] and [3]. More recent studies are available,
see e.g. [1] and the references therein. In [6], it was
considered neural networks classification method using
what so called the extreme learning machine (elm) and
backpropagation (bp) approach to predict the forest fire
occurrence. However, except [6], none of the mentioned
result above is applying the method for peatlffflls arca. In
this paper, we consider various classical classification
methods, such as support vector machme (SVM), Decision
Tree (DT). Logistic Regression (logreg). k-Nearest
Neighborhood (kNN) and Naive Bayes (NB). For
comparison purpose, we consider more advanced model,
namely AdaBoost (DT based) approach. To illustrate the
method, we consider the method using topographical and
metcorological data from South Kalimantan Province. To
the best of our knowledge, the AdaBoost approach has not
been considered yet in any of the previous study in forest
fire prediction before in Indonesia, cither for peatlands or
non aﬂands study.

The rest of this paper is organized as follows. In this
section we already provide a quick introduction to the
problem that we considered in this paper. In Section 2, we
outline short description of necessary theory reld{Efij to our
considered approach and provide the algorithms. In Section
3. we provide empirical results. Section 4 concludes the
results.

1. METHODS

A, Classical Classification Methods

As we already noted, in this paper., we consider various
[Phissical machine learning classification methods, such as
support vector machine (SVM), k-Nearest Neighborhood
(kNN), Logistic Regression (logreg), Decision Tree (DT)
and Naive Bayes (NB) method. Here we only provide a
short summary of the description of the methods since all of
these methods has been considered in various standard basic
machiﬁcm‘ning books. See e.g. [7] for further detail.

1) Support Vector Machine
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Support Vector Machine (SVM) is a supervised machine
learning algorithm often used for classification. fflle SVM
algorithms will find an optimal hyper plane in an N-1
dimensional space (N denotes the number of
features/variables) which will classify the data. This can be
@Btained by setting an optimization problem for obtaining
the maximum margin, i.e. the maximum distance between
data points of both classes.

SVM can be of two types namely

a) Linear Separable SVM

Hyper plane or support vector machine formula for linear
data:

a(x)= WTX‘P“"J (1)
with assumption:
g(x) =1, Vxe class 1 (2)

and g(x)=-1,Vxe class 2

Calculate the = margin for each support vector

z, =M=L,Vxe class 1
T N

g = |g[X}| =L,‘v’xe class 2
Wl fw

Then the Total Margin z is

1 1 2

PR S ... (4)

Wl ]

Where: w = weight vector

Minimizing w is a non-linear optimization function used to
maximize separation. This minimization of w can be done
using the KKT (Karush-Kuhn-Tucker) condition with the
Langrange multiplier A,.

Minimizes weight vector to maximum distance by using the
formula:

w= z\: Ayx, (6)

i=0
KKT (Karush-Kuhn-Tucker) condition:
e

> Ay, =0 (7

i=0
h) Non-Linearly Separable SVM
Finding non-linear separable SVM can be used kernel
functions to map data into higher dimension. The data is
mapped to a higher dimension using the kernel trick so that
it is linearly separable.
There ar@(emel functions that are often used in SVM:
1. Radial Basis Function (RBF)

[x—z &
k(z,x)=exp g (8)

It 1s usually used when the number of variables 18

less than the number of observations.
2. Polynomial Kernel
k(z,x)= (x"z+¢)’ (9
It 1s usually used when the number of observations
15 less than the number of variables

See e.g. [8] for further detail.

2) K Nearest Neighbor (KNN)
KNN i1s a popular supervised machine learning algorithm in
the classification problems. Here the data is classified
according to k-data which 1s similar to it. The similarity is
defined by the distance between points, which can be
calcfflBled using some distances. e.g.:
1. Euclidean

dix.y) =2 (x,=n) (10)

2. Mahattan
dixy)=Y " |lx-

(11

3. Minkﬂwﬁ
&
=T (s -xl)) (12)

See e.g. [9] for further detail.

3) Naive Bayes
A Naive Bayes classifier is [Bhe of the probabilistic
classification methods, derived based on Bayes Theorem,
Bayes theorem can be used to calculate posterior probability
P(clx) from g:}, P(x) and P(x|c).
Formula for Bayes theorem:
P(x| )P
Plc|x)= M (13)
2 P(x)
Pix|e)=P(x, |c)xP(x, |e)x: X P(x, | €) (14)
Where, here we have
P(c|x) is the posterior probability of class (¢ or target)
given predictor (variables x, attributes).

P(c) is the prior probability of certain class.

P(xjc) is the likelihood which is the probability
of predictor given certain class.

P(x) is the prior probability of certain predictor.

Steps fol'}'vc Bayes algorithm:

1. Convert the data set into a frequency table.

2. Calculate the empirical probability and define the
Likelihood table.

3. Equation (13) to obtain the posterior probability for
each class. We define that the class suitable for the
data 18 the class with the highest posterior
probability

See E,a 10] for further detail.

4) Logistic Regression
Logistic Regression 1s one of the popular classification
method. Logistic Regression can be used to classify the data
into two classes or more.
Steps for Logistic Regression in general can be given as
a) Logistic regression hypothesis
The logistic regression classifier is defined as
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hy(x)= 0'x (15)

Linear function is basically used as an input to another
function such as g in the following relation

hg(x}=g(ﬂrx) where 0= h,(x) =1 (16)
Function g is the logistic or sigmoid function
1
g(z)= — where z=0"x (17)
I+e

Sigmoid curve divided class into positive or negative. The
output comes under the probability of positive class if it lies
between 0 and 1.

b} Logistic regression decision boundary

Define a loss function to measure performance of algorithm
using the weights on functions, represented by theta as
follows:

hy(x) = g(07x) (18)
c) Define (he:ﬁ;isﬁc regression parameter
1 = .
J(0)=—(—x" log(h)—(1—x) log(l—h)) (19)
m

After defining the loss function our prime goal is to
minimize the loss function. The formula that we use is:

vO) 1

20) el (g(0°x) —x) (20)

See e.g. [11] for further detail.

5) Decision Tree

Decision Tree algorithm 1s supervised learning algorithms
that can be used to solve the classification problem. It can be
applied using the following steps:

1.

The complete dataset is used for the starting point of the
tree (as the root node)

The Attribute Selection Measure (ASM) is applied to
select the best attribute. This measure may be applied to
find the root node and for sub-nodes. Popular measure
for ASM are

a. Information Gain

DT will split the node with highest information gain
(IG) , and it will be split first. IG can be calculated as:
Information gain

= Entropy(S8)— [beg}'ned Average™* Entropy(each ﬁzamre}]
2n

The entropy of feature S can be calculated using:

Entropy(S) = Z—pj log, p, (22)

b. GiniIndex
The second ASM often used is called as Gini
index, which is defined as:

Gini Index =1 —Z . pi (23)

The root node is divided into subsets of datasets based
on the best attribute and the decision tree node is
generated. This step is iteratively applied until the final
node/leaf node is reached where the tree cannot be
classified more.

4. To avoid over fitting, the size tree may be pruned. The
pruning can be done using the methods which is called
as Cost Complexity Pruning or Reduced Error Pruning.

See e.g. [12] for further detail.

B. Ensemble Classification: Adaboost Method

Adaptive Boosting or in short AdaBoost, is a macl&
learning  ensemble approach. Using AdaBoost, the
performance of the 'weak learners' can be improved by
combining them into a weighted sum that is called as a
boost classifier, which has the form

g
F(x)=) fi(x)

1=l (24)
where each f'is a weak leamer that takes an object x as input
and returns the class of the input x. There are various
variations of AdaBoost algorithms, the algorithm used in
this study is called Stagewise Additive Modeling using a
Multi<lass Exponential loss function (SAMME) AdaBoost.
See [5] for the detail.

1. RESULTS AND DISCUSSION

A, Data Description

For the empirical study, we collect topographical and
meteorological data from Kalimantan Selatan Province,
especially a few days after the occurrence of fire hotspots of
peatlands, where the variable “area” is labeled as 1", For
classification purpose, we also collect data at the same spots
at some other time when there is no fire occurrence, and
therefore the area is labeled as “07. The variable collected is
the time (of data is collected), the district area, LST (Land
surface Temperature), Wind Speed, Humidity, Height and
NDVI (normalized vegetation index). Data is collected only
for year 2018 and is consisting of 202 cases.

B. Algoritms

The algorithms we apply as follows

Preprocessing steps

1. We use all of the data and split the data into two
categories, which is the case of data with the variable
area has the value 0 and labeled as “No Burned Area”
and the case of data area has the value larger than 0 and
labeled as “Burned Area”

2. Normalize all of the seven variables in both of the
categories using min-max normalization, which is

.y, —min

A . .
(newm ax A —new min 4)+ new mm 4

defined as

V;

max A

(25)
%rc min A and max A is the minimum and the
mcimum values of an atribute A, v denotes the data

value in attribute A (will be mapped into v, ). Here we

use the range [0,1] as the range of [new min A, new
max Al
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Classification step

3. We randomly split the data into training data (70, 80
and 90 percent) and testing data (30, 20 and 10 percent)
4. We apply the
approaches to the training data and the best obtain

machine learning  classification

model are tested into the testing data. Here for the

computatimvc use R([13])
5. To check the performance of the classification method,
we use the accuracy measure, defined as
Afccuracy=& (26)
TP+TN +FP+FN

where TP, TN, FP, FN denotes the true positive, the
true negative, the false positive and the false negative
cases, respectively, in the categorical classification
data..

For comparison purpose, we implement various machine
learning approaches in step 4. The considered approaches
are implemented in R, where it was used the function and
the packages (in the parentheses) as follows: svm {e1071}
[14] , knn {class} [15], glm {stats} [16], ctree {party} [17].
naiveBayes {¢1071} [14] and boosting {adabag} [18].
IV. DISCUSSION

The summary of the empirical results is given in Table 1.
Here we consider several training and testing sample sizes
for checking the performance of considered algorithms. The
performance of each method in data training and data testing
are given in the table. Here we can see that the accuracy of
AdaBoost method is outperform the other approaches
considered in the study in the in-sample data. However, for
out-sample study, since in this study we use the boosting
over DT approach, it is only make improvement over the
weaker learning method (i.e. DT method), amd it is
outperformed by kNN classification approach. In general,
this study show that the machine learning approach, either
the classical or the more advanced and recent approach can
be used for fire occurrence detection of peatlands.

V. CONCLUSION

One of the key successes that help the forest fire firefighting
is the carly warning systems of fire detection. This study
show that the machine learning approach, cither the classical
or the more advanced and recent approach can be used for
fire occurrence detection of peatlands. With the combination
of real time data collection based on Internet of Things
approach, the considered method will have their importance
in their future application.
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TABLE L. SUMMARY OF THE PERFORMANCE CLASSIFICATION
METHODS
Algorithms Ratio data testing Accuracy Accuracy

and training Training Testing
SVM 9:1 9L,76% 95,00%

8:2 90,74% 92,5%

7:3 90.78% 91,8%

kNN 9:1 (k=3) - 100%,
8:2 (k=3) - 95,00%
7:3 (k=T) - 91.80%
Logistic 9:1 76.37% 90.,00%
Regression 8:2 75.92% 85.00%
(logreg) 7:3 T4.46% 83.60%
Decision Tree 9:1 91,00% 95,00%
(DT) 8:2 91,00% 92,00%
7:3 91,00% 90.00%,
Naive Bayes (NB) 9:1 82.40% 90,00%
8:2 82, 1% 87.5%

7:3 83.00% 86,9%
Adaboost (DT 9:1 100% 95,00%
Based) 8:2 100% 92,50%
7:3 100% 91.80%
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